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Energy Harvesting Relaying

8.1 Introduction

8.1.1 Wireless Relaying

The relaying concept has been used in wired and wireless communications as a repeater
or bridge for decades. The interest in relaying has been reignited in recent years due to
the advances in electronics (Laneman et al. 2004). As such, relaying has been used in
many applications recently, such as in the fourth generation (4G) standards (Hoymann
et al. 2012).

A typical relaying system consists of three nodes: the source; the destination; and the
relay. The source is the node that has information to deliver, the destination is the node
that intends to receive this information, while the relay helps the delivery from source
to destination. There are two main benefits of using a relay as an intermediate node:
diversity gain; and coverage extension.

For the diversity gain, the direct link between the source and the destination still
works but the relaying link provides an extra copy of the same signal at the destina-
tion. By properly combining these copies, diversity gain can be achieved to fight fading
or shadowing. Thus, such a relaying system is sometimes called a distributed or virtual
multiple-input-multiple-output (MIMO) system. In this case, the relay acts as a virtual
antenna for the source. This increases the reliability of the system. Figure 8.1 shows a
diagram of such a relaying system. There are N + 1 copies of the same signal available at
the destination so that the destination can perform diversity combining.

For the coverage extension, the direct link between the source and the destination does
not exist, due to obstacles or long transmission distances. Thus, the destination is out of
the communications range of the source (Peng et al. 2011; Zhou et al. 2013a). In such a
scenario, the source could increase its transmission power or deploy new infrastructure
if the problem persists. However, the relay can help extend the transmission range of the
source without any extra infrastructure by relaying the signal so that either the obstacle
can be circumvented or the transmission distance can be reduced. This increases the
capacity of the system. Figure 8.2 shows a diagram of such a relaying system. When the
direct link is broken, other routes via relays can be used.

The relay could be an idle peer node in the same network. In this case, it is called peer
relaying, user relaying, or mobile relaying. The relay could also be a dedicated relaying
station in the network that only has the basic functions of a base station. In this case, it
is called infrastructure relaying or fixed relaying. For fixed relaying, since the dedicated
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Relay 1 Figure 8.1 A relaying system for diversity gain.
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infrastructure is shared by all nodes, it can improve the network coverage and reliability
at minimal extra cost but it is not flexible. For mobile relaying, reward mechanisms must
be in place to encourage idle nodes to take part in relaying. In both structures, protocols
are required to complete the relaying process.

8.1.2 Relaying Protocols

There are two main protocols for relaying: amplify-and-forward (AF); and decode-and-
forward (DF) (Laneman et al. 2004). In AF, the source transmits the signal to the relay
and the relay simply amplifies the received signal and forwards it to the destination with-
out any further processing. In DF, after receiving the signal from the source, the relay
first decodes the signal for information and then encodes the decoded information again
before forwarding it to the destination.

In terms of complexity, DF has higher complexity than AF, due to the decoding and
encoding operations. In terms of performance, DF is better than AF, as DF removes
the noise at the relay by performing decoding and encoding, while AF amplifies the
noise along with the signal so that the received signal at the destination will be more
noisy. Thus, the choice of protocol depends on the specific application that either prefers
performance or simplicity.

The above protocols are also called one-way relaying, as the information is sent from
the source through the relay to the destination in one direction. In this case, the trans-
mission happens in two phases. In the first phase, the source transmits the signal to the
relay, or if the direct link works to the destination too. This is called the broadcast phase.
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In the second phase, the source stops transmission to avoid interference, and the relay
forwards its received signal to the destination. This is called the relaying phase. Thus, the
source performs one transmission, the relay performs one reception and one transmis-
sion, while the destination performs one or two receptions, depending on the existence
of the direct link from the source. Compared with the direct transmission, the relaying
transmission doubles the transmission time so that its data rate is only half that of the
direct transmission.

To remedy the data rate issue, two-way relaying can be used. In two-way relaying, the
source and the destination transmit their signals to the relay at the same time in the
broadcast phase. The relay will receive a combined copy of both signals and forward
the combined copy to both source and destination in the relaying phase. Since simulta-
neous transmission is performed, the data rate is the same as that of the direct transmis-
sion. The self-interference in the received signals at both source and destination can be
removed, as they know their own transmitted signals. There is also multi-way relaying,
where more than two nodes transmit their signals at the same time. Both two-way relay-
ing and multi-way relaying belong to a wider topic of network coding. Also, the above
protocols assume that the same frequency band is used during different time slots to
achieve orthogonal channels. One may also achieve the orthogonality in the frequency
or code domains.

8.1.3 Energy Harvesting Relaying

From the above discussion, the relay node has to use its own power and spectrum
resources to deliver the information for the source. This may be acceptable for infras-
tructure relaying but may discourage peer nodes from participating in mobile relaying,
as they will have a shorter battery life by helping others. Thus, this issue needs to be
solved.

Energy harvesting is a promising solution to this problem. In energy harvesting relay-
ing, instead of asking the relay to use its own energy, the source node transfers a certain
amount of energy to the relay node as wireless power first. The relay node then uses
the harvested wireless power to forward the source signal to the destination. This mini-
mizes the extra energy cost incurred at the relay and therefore this technique holds great
potential.

In a wider sense, energy harvesting relaying not only refers to the system where the
source transfers energy to the relay for signal forwarding but also refers to the relaying
systems where any nodes perform energy harvesting. Similar to energy harvesting cog-
nitive radio (CR), there are also different types of energy harvesting relaying systems.
For example, the relay in the above scheme harvests energy from the source. In other
schemes, the relay can harvest energy from the ambient energy source or from a dedi-
cated power transmitter or even from its own transmission. The source node can also
harvest energy from the ambient energy source, from a dedicated power transmitter or
from the relay.

Similar to energy harvesting CRs, energy harvesting relaying needs to satisfy the
energy causality constraint. Additionally, relaying needs to satisfy the signal causality
constraint that the signal forwarded by the relay must be received from the source first.
Next, we will first discuss conventional relaying.
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8.2 Conventional Relaying

In this section, we will first discuss AF and DF in more detail. Then, several important
performance metrics are examined to measure the reliability or the capacity of a relaying
system. Finally, when multiple relays are available, relay selection will be investigated.
Two-way relaying will also be discussed.

8.2.1 Amplify-and-Forward Relaying

Assume that all the nodes have a single antenna and operate in the half-duplex mode.
The transmission is completed in two phases. In the first broadcast phase, the source
sends signals to the relay. In the second relaying phase, the relay forwards the received
signal to the destination. Assume that the total transmission is T seconds and that there
is no direct link between the source and the destination. The case with multiple links,
including a direct link, will be discussed in Section 8.2.4.

In the first % seconds, the received signal at the relay is

Y, = \/ITShs +n, (8.1)

where P, is the transmission power of the source, / is the channel gain from the source
to the relay, s is the transmitted information symbol with unit power E{|s|*} = 1, and n,
is the additive white Gaussian noise (AWGN) at the relay. The fading gain / is a complex
circularly symmetric Gaussian random variable with mean zero and variance 2a?, and
the noise 7, is also Gaussian with mean zero and variance 262

In the second < seconds, the signal in (8.1) is simply amplified and then forwarded to
the destination so that the received signal at the destination is

yq = \/P.agy, +n, (8.2)

where P, is the transmission power of the relay, a is the amplification factor that will be
discussed later, g is the channel gain from the relay to the destination, y, is the signal for-
warded, and 7, is the AWGN at the destination. Similarly, g and n,, are complex Gaussian
random variables with mean zero and variance 2a? and 262, respectively. From (8.2), the
transmission power consumed by the relay is P,a?E{|y,|*}.

The choice of the amplification factor is very important, as it determines the ampli-
fication at the relay and affects the overall performance of relaying. In Laneman et al.
(2004), the amplification factor is chosen as

5 1 1
a” = =
E{ly. I’} Phl* + 207

to normalize the power of the received signal at the relay. As one sees, if a satisfies (8.3),
a’E{]y,|?} = 1 such that the transmission power consumed by the relay becomes P..
Since the value of a depends on the channel gain / and / varies as a random variable,
one must adjust the value of a for each relaying transmission. This is called variable-gain
AF. In some studies, it is also called the channel-assisted AF (Amarasuriya et al. 2011).
This is the most widely used amplification factor in the literature and will be the focus
of our discussion.

For variable-gain AF, one must have the knowledge of % and 262 in order to calculate
the amplification factor for relaying. The noise variance does not change fast and can be

(8.3)
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estimated accurately. In channels with strong signals, 262 may be negligible so that the
amplification factor is given by

1

2

a = —-
Ps|h|2

This is sometimes called ideal channel-assisted or inverting AF, as the relay always
inverts the channel gain from the source to the relay (Hasna and Alouini 2003).

In both (8.3) and (8.4), the channel gain / has to be estimated for the relay. Thus,
disintegrated channel estimation must be performed for variable-gain AF (Khan et al.
2012). This channel estimation incurs extra complexity at the relay. A solution to this
problem is to use the average of the amplification gain in (8.3). In this case, one has

1
2_fd —— L 8.5
“ {Ps|h|2+202} (85)

This average will only depend on the noise variance 26 and the fading channel param-
eters. Thus, it is a fixed value for a homogeneous environment. This is called fixed-gain
relaying.

(8.4)

8.2.2 Decode-and-Forward Relaying

Similar assumptions can be made for DF. In this case, the received signal at the relay is
still given by (8.1) in the broadcast phase. Once the relay receives this signal, it tries to
decode it. For example, if binary phase shift keying (BPSK) is used such that s = 1 or

s = —1 with equal probabilities, the data decision is made as
~_J 1, Re{yh*}>0
§= { ~1 Relyh*} <0 (8.6)

where Re{y,/*} is the decision device that multiplies the received signal y, with the con-
jugate of the channel gain / and takes the real part of the product for decision. For other
modulation schemes, similar decision devices can be applied to the received signal.

In the relaying phase, the decoded information § is encoded again and forwarded to
the destination so that the received signal at the destination is

Y= VP.g+n, (8.7)
where all the symbols are defined as before. Since § = —1 or § = 1, one sees that the noise

at the relay n, will not appear in the received signal at the destination, unlike AF relaying.
Thus, DF has a better performance than AF.

There are other variants of DF. For example, instead of decoding and encoding the
signal from the source, the relay can first use the signal-to-noise ratio (SNR) in the first
hop to decide if the received signal in (8.1) is of good quality. If it is, the relay will perform
decoding, encoding, and then forwarding. If the SNR of the signal in (8.1) is below a
threshold, an outage occurs such that the relay does not do anything. The quality check
at the relay prevents the error in the first hop from propagating to the next hop. This is
termed as incremental relaying in some references.

There are also other relaying protocols. For example, instead of forwarding the whole
signal y,, the relay can forward a quantized version of this signal. This is particularly use-
ful in digital communications systems, where the signal will be quantized anyway. This is

225



226

Energy Harvesting Communications

termed quantize-and-forward relaying. Also, if the received signal at the relay is sparse,
it can be compressed before being forwarded. This is termed compress-and-forward
relaying. These relaying protocols are useful in different applications but in general are
not as widely used as AF and DF.

8.2.3 Performance Metrics

Next, we define several performance metrics that are commonly used in relaying systems
to measure their performances.

8.2.3.1 Amplify-and-Forward
For AF, using (8.1) and (8.2), one has

Yy = \/IT,ag(\/Ehs +n,)+ n,; = \/P,Paghs + \/IT,agn, + n,. (8.8)

The first term is the signal part, while the last two terms are the noise parts. One sees
that the noise at the relay #, has also been amplified to make y, more noisy. This is the
disadvantage of AF relaying. From (8.8), the end-to-end SNR or the overall SNR can be
derived as

P,Pa’|g|*|h|?

= 8.9
20%P,a”|g|? + 202 (89)
If the variable gain in (8.3) is used, the overall SNR can be rewritten as
_ VrYa (8.10)
vrtratl
where y, = zlhl is the SNR of the first hop from the source to the relay and y, Pl i

262
the SNR of the second hop from the relay to the destination. The overall SNR is deter-

mined by the weaker hop. For example, when y, is much smaller than y,, y = y,, and
when y, is much smaller than y,, y & y,. The exact result in (8.10) is not mathemati-
cally tractable in many design problems. Hence, approximations can be used. One such
approximation is

yryd
yr + yd

when the ideal channel-assisted AF is used or when the SNRisverylarge so thaty, + v, +
1 =y, + v, This is called the harmonic mean (Hasna and Alouini 2004). Other approx-
imations are also possible, for example, by choosing the maximum or the minimum of
7, and y,. They are not discussed here as they are less frequently used.

Using the end-to-end SNR, we can define the probability of power outage or the outage
probability as

P,(vo) = Pr{y <vo} =F,(r) (8.12)

where y, is the threshold SNR below which the receiver at the destination cannot detect
any signal, and F, (-) is the cumulative distribution function (CDF) of y. Thus, the outage
probability is essentially the value of the CDF of y at y,,.

Also, using the end-to-end SNR, the error rates for different modulation schemes
can be derived (Simon and Alouini 2005). For example, for M-ary square quadrature

(8.11)
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amplitude modulation, the symbol error rate is

P(y) = 4%(2 <\/Mi> - 4<%>2Q2 ( MBZ 1> (8.13)

and for M-ary phase shift keying,

| MM L
Pe(y) = ;/ e ' do (8.14)
0

where M is the constellation size, and Q(-) is the Gaussian Q function. In all cases, the
error rate is a function of the end-to-end SNR. Since y is random, the average error rate
is calculated as

b, = / ) P (x)f, (x)dx (8.15)
0

where f, (x) is the probability density function (PDF) of y.

The above two measures, outage and error rate, determine the reliability of the relay-
ing communications system. Next, we define the achievable rate or the capacity of the
system. For delay-tolerant applications, the achievable rate can vary. Thus, from the
Shannon’s limit, one has

R() = %logz(l +7) (8.16)

where ! takes the rate penalty of relaying into account. The average or ergodic capacity in
a fading channel is given by

R= /OOR(x)fy(x)dx. (8.17)
0

In other applications, delay is constrained so that the data rate must be larger than a
certain value R,. In this case, using (8.16), one has

R(y) = %log2(1 +1) >R, (8.18)

This gives y > 2%% — 1. Thus, the achievable rate in delay-constrained applications is
given by
R 2R

R= ?[1 — P, (2% —1)] (8.19)
where the outage probability P, is given in (8.15).
8.2.3.2 Decode-and-Forward
For DF, we cannot define the end-to-end SNR in the same way as for AF but we can
derive the equivalent end-to-end SNR. We start from the hop performances. From (8.1)

and (8.7), the achievable rates of the source-to-relay link and the relay-to-destination
link are (Nasir et al. 2014)

R, =log,(1+7,) (8.20)
and

R, =1og,(1+7,) (8.21)
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respectively. However, the rates on both sides of the relay must be balanced. If R, is
larger than R, a buffer will be required at the relay. Without a buffer, some data have to
be discarded. Similarly, if R, is larger than R, a rate outage occurs, as the relay does not
have enough data to forward. Thus, the overall rate of the relaying link is the minimum
of R, and R, given by

1 . 1 . 1
R(y) = Emm{Rr,Rd} = Elogz(l + min{y,,y,}) = Elogz(l +7) (8.22)
where y is the equivalent end-to-end SNR for DF in terms of rate given by

y =min{y,,7,} (8.23)

and % again takes the rate penalty of relaying into account.

For the error rate, the end-to-end SNR is not straightforward to obtain either. We only
consider the case when BPSK is used. In this case, the error rate in the source-to-relay
link is given by

Py(y,) = Q(v/27,) (8.24)
and the error rate in the relay-to-destination link is given by
P(ra) = Q/2r,) (8.25)

where Q(+) is the Gaussian Q function defined as before. The overall error rate of the
relaying link from the source to the relay and then to the destination is given by

P,(y) = Pi(y)I1 = PL(r)] + Py )1 = Pi(y,)] (8.26)

as the bit error only occurs when there is an error either in the source-to-relay link or
in the relay-to-destination link, but not in both links. Thus, the equivalent end-to-end
SNR y can be found by solving the following equation

Q(V2r) = Q2711 — QW21 )1 + QW 2r I — Q(/2,)] (8.27)

for y. This is a non-linear equation and is generally difficult to solve. It has been reported
in Wang et al. (2007) that

min{y,,y,;} — 1.62 <y < min{y,,,}. (8.28)

When the hop SNRs are much larger than 1.62, roughly, the equivalent end-to-end SNR
can be approximated as y ~ min{y,,y,}, which is the same as that from the achievable
rate in (8.23). Figure 8.3 examines the accuracy of this approximation. One sees that
when both y, and y, are small, there is some noticeable difference between the accurate
bit error rate (BER) and the approximated BER. However, when y, is larger than 4 dB, this
difference is negligible. For other modulation schemes, the equivalent end-to-end SNR
can also be derived by solving P,(y) = Pi(y,)[1 — P4(y,)] + P4(y,)[1 — Pi(y,)] but this is
not a trivial problem.

In summary, the end-to-end SNR for DF is not as straightforward as that for AF but
one may use (8.23) as either an exact result for achievable rate or an approximate result
for error rate. Using this end-to-end SNR, the outage probability for DF can also be
defined as

P,(vo) = Pr{y <vo} = F,(x) (8.29)
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Figure 8.3 Accuracy of the equivalent end-to-end SNR for the BER of DF.

where F, () is the CDF of y. Using (8.23), it can be derived that
F(rg) =1-[1-F, (y)ll1 - F, (v))] (8.30)

where F, () and F, () are the CDFs of y, and y,, respectively.
Also, for delay-constrained applications when the data rate must be larger than a
threshold R, the achievable rate can be shown as

R= %Ro[l - P,(2%% —1)]. (8.31)
Finally, y in (8.23) is also a random variable. Its CDF is given by
F,(x)=1-[1-F WI1-F, ®] (8.32)
The average error rate is given by
b, = / P (x)f, (x)dx (8.33)
0
and the average achievable rate or ergodic capacity is given by
R= / Rx)f, (x)dx (8.34)
0
where f, (x) = % is the PDF of y.

Figure 8.4 compares the ergodic capacities of AF and DF, where 7, and 7, are the aver-
age hop SNRs and Rayleigh fading is used. One sees that DF always has a higher capacity
than AF. The performance metrics discussed above will be used in the following discus-
sion.

8.2.4 Relay Selection

In the previous discussion, we have assumed that there is only one relaying node and
that the direct link between the source and the destination is broken, in order to focus on
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Figure 8.4 Comparison of ergodic capacities for AF and DF.

the relaying process from the source to the relay and then to the destination. In practical
communications systems, the direct link may still work. Also, several peer nodes might
be idle at the same time so that multiple relays are available. Consequently, the signal
from the source can arrive at the destination through different routes. At the destination,
all these copies can be coherently combined to achieve high diversity gain. However, the
complexity of such a network increases with the number of relays. In some applications,
such as wireless sensor networks, complexity is more of a concern than performance.
In these applications, to reduce the network complexity, relay selection can be imple-
mented that often chooses one out of all available links for the best tradeoft between
complexity and performance.

It has been reported in Jing and Jafarkhani (2009) that, with properly designed
schemes, the diversity order of relay selection is the same as the combination of all
available links. Several relay selection schemes can be used. We use AF as an example.
Consider an AF relaying system with one source, one destination, and N relays. Simi-
larly, a two-phase transmission is assumed. In the first phase, the source broadcasts its
signal to all the relays such that the received signal at the nth relay can be expressed as

yVIV zhl’l\/ITSS-i-wl’l

where n =1,2,---,N is the relay index, %, is the complex fading gain in the channel
between the source and the nth relay, P, is the transmission power of the source, s is the
transmitted symbol with unit power, and w,, is the AWGN at the nth relay with variance
262, In the second phase, the received signals at the relays are amplified and forwarded
such that the received signal from the nth relay at the destination is

(8.35)

Yna = Pnrangnynr + Zy (836)

where P, is the transmission power of the nth relay, g, is the complex fading gain in
the channel from the nth relay to the destination, a, = 4 /m is the amplification
s n O
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factor, and z, is the complex Gaussian noise in the channel between the #th relay and
the destination with the noise power 262,
The end-to-end SNR of the nth relaying link can be shown as

— Vin¥dn
Yrn + Yin +1

_ Pin,? _ P,lgl’
where y,, = === ar}d Yan = 53
second hop, respectively.

(8.37)

Vn

are the instantaneous SNRs of the first hop and the

8.2.4.1 Full Selection
In the full selection scheme, the relay is selected according to

= n=r11,12a,-)-(-,N{y"} (8.38)

that is, the relay that can provide the largest end-to-end SNR is selected. This is intu-
itively the best, because the achievable rate increases with the end-to-end SNR, while
the error rate decreases with the end-to-end SNR. Thus, the largest end-to-end SNR
will lead to the largest data rate or the smallest error rate. Denote this scheme as the
max{y,} scheme.

For the full selection, the error rate can be derived as P, = fooo Pe(x)th (%), where P,(x)
is the conditional error rate, conditioned on y;, and F, (x)= F}{‘j (%) is the CDF of y,, with
F, (x) given in Tsiftsis et al. (2006) for Nakagami-m fading channels.

8.2.4.2 Partial Selection

The performance of the full selection scheme should be the best, as it maximizes the
end-to-end SNR. However, this means that, in order to make this selection, the source
requires knowledge of the channel state information of both the source-to-relay link and
the relay-to-destination link for all relays. This may incur a huge amount of overhead.
To reduce this overhead, partial relay selection can be performed by using the hop SNR
instead. For example, one can choose the link with the largest first hop SNR as

= n=Ilr,l2?§,N{ Vi) (8.39)

In this case, only the channel state information of the first hops is required for selection.
Denote this scheme as the max{y,,} scheme. This scheme reduces the complexity of
relaying greatly. The error rate in this case is given by P, = fooo P,(x)dF, (x), where F, (x)
is the CDF of y,, given by Chen et al. (2011a)

Another partial selection scheme is to choose the relaying link with the strongest
second-hop SNR as

= n=1},12%§,N{yd" }. (8.40)

Denote this scheme as the max{y,, } scheme. Its probability of error can be derived in a
similar way and is given by Chen et al. (2011a).

The above two partial selection schemes use the hop SNRs for selection. This requires
channel estimators for %, or g, or both, n =1,2,---,N. To remove this complexity in
the relaying system, it is also possible to use the received signal amplitude for selection
directly. Thus, two other partial selection schemes are

= n:lf,’ffN{ 5,1} (8.41)
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and
1= n:rlr}g')'("N{ [¥,al}- (8.42)

denoted as the max{|y,,|} scheme and the max{|y,,|} scheme, respectively.

The selection of the relaying link is made at the base station in a centralized network
or at the group leader in a distributed network. The decision will be broadcast by the
base station or the group leader to the source, the destination and all the relays before
relaying. Thus, although there are N links, when the relaying starts, only one relaying link
will be active and the relaying process is still the same as the two-phase transmission
discussed before. On the other hand, if one wants to use all available relays, in order
to avoid interference in the relaying phase, the relays have to forward their signals one
by one, to achieve orthogonality in the time domain causing significant delay. This is
another advantage of performing relay selection.

Next, we compare the performances of these schemes. In the comparison, BPSK
is used. Also, consider Rayleigh fading channels with unit average fading power and

unit noise power, while UE = I; , which is also the ratio of E{y,,} to E{y,,}. Figure 8.5

compares different relay selection schemes when N = 2 and UE = 0.1. One sees that
the max{y,} scheme performs the best, as expected, as it uses the SNRs in both
hops. Among the partial selection schemes, the max{y,,;} and max{|y,,|} schemes
outperform the max{y,,} and max{|y,,|} schemes. For example, at a BER of 1072, the
max{y,,} and max{|y,,|} schemes have performance gains of around 5 dB. Comparing
the partial selection schemes, one sees that the max{|y,,;|} scheme performs the best.
Its performance is indistinguishable from the performance of the full selection max{y,, }
scheme when the SNR is less than 20 dB. Figure 8.6 compares them when N = 2 and
UE = 10. In this case, the max{y,,} and max{|y,,|} schemes outperform the max{y,,}
and max{|y,,|} schemes. Among the partial selection schemes, the max{|y,,|} scheme
performs the best. One concludes that one should choose the best idle node for
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Figure 8.5 Different relay selection schemes when N = 2 and UE = 0.1.
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Figure 8.6 Different relay selection schemes when N = 2 and UE = 10.

the hop with smaller average SNR in order to achieve the best BER performance in
partial selection.

8.2.5 Two-Way Relaying

Next, we discuss two-way relaying that was mentioned before. Both AF and DF in the
previous discussion perform one-way relaying, where the source transmits data to the
destination through the relay in one direction. In this scheme, the data rate is only half of
that of the direct transmission, as the source has to stop for L seconds to avoid interfer-
ence. On the other hand, in two-way relaying, the source node and the destination node
have data to exchange so that they transmit to the relay at the same time in the same
channel to maintain the data rate. Figure 8.7 shows the frame structure and a diagram
of two-way relaying.

In two-way relaying, there are also two phases. In the multiple-access phase, both the
source node and the destination node send their data to the relaying node. In the broad-
casting phase, the relaying node sends its received signal to both source and destination.

h g
Source Relay b Destination
Multiple access Broadcasting
T T
2 2

Figure 8.7 Diagram of two-way relaying.
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Thus, in the multiple-access phase of the first g seconds, the received signal at the relay
can be given by

Y, = \/ITzhs1 + \/ITlgs2 +n, (8.43)
where P, and P, are the transmission power of the source node and the destination
node, respectively, 1 and g are the fading channel gains from the source node and the
destination node, respectively, and s; and s, are the transmitted symbols of the source
node and the destination node, respectively, and they follow BPSK modulation in this
case, while 7, is the AWGN defined as before. In this case, the symbols s; and s, are
mixed in one received signal.

In the broadcasting phase of the second % seconds, if AF is used, the relay simply
amplifies the received signal and broadcasts it to both source and destination. Use the
source node as an example. The received signal at the source node is given by

Yar = VPahy, +n, (8.44)

where P,, a, and /1 are transmission power, the amplification factor, and the channel gain
from relay to source, respectively. In this equation, we have assumed channel reciprocity.
Thus, one has

Va1 = \/P,Piah’s, + \/P,P,aghs, + \/IT,ahn, + n,. (8.45)
In this equation, the first term is the self-interference caused by the transmission of the
source’s own signal s;, the second term is the desired signal from the destination node
that needs to be decoded, and the last two terms are the noise. Before decoding, the
self-interference will be removed, as s; is known to the source node. Assuming perfect
removal, that is, the first source knows a and / perfectly, one has

V) =Ya1 — VP,Pyah*s, = \/P,Pyaghs, + \/P,ahn, + n, (8.46)

which is then used to decode s, from the destination node. Similar operations will be
performed at the destination node to decode the information from the source node.

If DF is used, the relay tries to decode s, and s, using its received signal. This is usually
difficult as s; and s, are mixed in the same received signal. However, when the two chan-
nels from the source and the destination are not balanced, or one is stronger than the
other, decoding can still be performed. In this case, the received signal is used to decode
the signal from the stronger node, while treating the signal from the other node as inter-
ference. After this decoding, the signal from the stronger node will be subtracted from
the received signal to decode the signal from the weaker node. Assume that the signal
from the source node is the stronger one. One has

~ _J 1, Relyh*}>0
1= { _1 Re{yhi*} <0 (8.47)

where y, is the received signal at the relay. Then, to decode the signal from the weaker
node, one has

. _ | 1, Relyg‘}>0
5= { -1 Relyg'} <0 (848

where

v, =y, — VP, (8.49)
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Once §; and 8, are available, the relay forms a function of x = §; @3, using network
coding and then broadcasts it to both source and destination. The received signal at the
source node is

Yar = \/ITth +ny (8.50)

This signal will be used to decode x and the effect of the self symbol s; can be easily
removed by performing & @ s,, where % is the decoded symbol of x.

In one-way relaying, one symbol s is transmitted during T seconds, as the source has
to stop transmission in the second % seconds to avoid interference. On the other hand,
in two-way relaying, two symbols s; and s, are transmitted during 7" seconds, using
simultaneous transmission and network coding. Thus, two-way relaying has the same
data rate as the direct transmission from source to destination.

The above two-way relaying is also called bi-directional relaying and it has to be com-
bined with network coding for effective operation. As one can see from the above discus-
sion, the success of this relaying protocol depends on accurate knowledge of all channel
state information at all nodes, and the relay also consumes more power than that in
one-way relaying. In the following, we only focus on one-way relaying.

8.3 Types of Energy Harvesting Relaying

From this section on, we focus on energy harvesting relaying. In general, energy harvest-
ing relaying is different from conventional relaying in that at least one of the nodes in
the relaying process harvests energy from either an ambient source, the other nodes, or
a dedicated power transmitter. There are different types of energy harvesting relaying.
For example, one can categorize them based on the relaying protocols: energy harvesting
AF relaying; and energy harvesting DF relaying. One can also categorize them based on
the energy harvesting methods: time switching energy harvesting relaying; and power
splitting energy harvesting relaying.

We categorize different energy harvesting relaying systems based on the energy
source, as the energy source has more fundamental impact than the relaying protocol
or energy harvesting method on the relaying system designs. For example, if the relay
harvests energy from the source, the source has to either increase its transmission
power or increase its frame length for power transfer. If the relay harvests energy from
the ambient source, the energy causality constraint applies such that the relay must
accumulate enough energy before forwarding the signal. In all cases, either the energy
causality constraint or the signal causality constraint or both need to be considered in
the optimization of one of the performance metrics discussed in Section 8.2.3.

In some energy harvesting relaying systems, both the source and the relay harvest
energy from the ambient sources, such as in Huang et al. (2013), Minasian et al.
(2014), and Orhan and Erkip (2015). This is the most general case. In this case, optimal
scheduling or power allocation algorithms can be formulated, as the energy arrival rate
varies and hence the transmission time and power should be adapted to it. For example,
in Minasian et al. (2014), assuming that both source and relay harvest energies from
the ambient source, the optimal transmission policy was designed to maximize the
achievable rate. The energy causality was considered in the optimization, along with
the constraint on a finite battery. In Orhan and Erkip (2015) the optimal transmission
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policy was also obtained by maximizing the achievable rates of four different setups
with respect to the transmission power of the source and the transmission power
of the relay. In this optimization, both energy and signal causality constraints were
accounted for. The battery has an infinite size but the buffer at the relay is finite so that
overflow must be dealt with. In Huang et al. (2013) a similar optimization problem
that maximizes the achievable rate over the transmission power of the source and the
relay was formulated but the energy arrival follows a deterministic model with known
arrival time and amount. Also, in Moradian and Ashtiani (2015), the relay has a fixed
power supply as well as harvesting energy from the ambient source, while in Kashef
and Ephremides (2016) the data traffic or the data arrival were studied along with the
energy arrival in the optimization.

In some energy harvesting relaying systems, the source harvests energy from the
ambient source, while the relay does not harvest (Luo et al. 2013). In this case, the relay
could be an infrastructure relay and the randomness in the energy availability comes
from the source. For example, in Luo et al. (2013) the throughput and the transmission
time were optimized with respect to the transmission power of the source and the relay.
They are adaptive to the energy harvested by the source. The problem is similar to that
in Minasian et al. (2014) and Orhan and Erkip (2015) and other studies due to the ran-
domness of the energy at the source, but it is simpler due to the fixed power at the relay.

In some energy harvesting systems, unlike Luo et al. (2013), the source does not har-
vest, while the relay harvests energy from the ambient source (Medepally and Mehta
2010; Qian et al. 2016). Then, the randomness in the energy availability comes from the
relay, not from the source. One can also optimize the transmission policy in terms of
transmission time and transmission power for the relay. Again, the energy causality, the
battery size and the buffer size at the relay will affect the design problem.

In some energy harvesting relaying systems, both the source and the relay harvest
energy from the hybrid access point (HAP) during its power transmission (Chen et al.
2015). The difference between this system and the HAP wireless powered system dis-
cussed in Chapter 6 is that, in this system, the uplink information delivery is completed
via a relaying process, while in Chapter 6, it is a direct transmission to the HAP. A
similar system was also considered in Liang et al. (2017). In another energy harvest-
ing system, both the source and the relay harvest energy from the power beacon (Zhong
et al. 2015b). These systems are similar to the wireless powered systems discussed in
Chapter 6, except that the direct transmission there has been replaced by a relaying
transmission. In another variant, the relay harvests energy from the HAP and uses this
energy to forward signals from the user equipment to the HAP or from the HAP to the
user equipment (Hwang et al. 2017; Ramezani and Jamalipour 2017). The source does
not harvest in this case. In these problems, energy causality is often not a problem as
there is dedicated wireless power supply.

In another interesting study, the relay first harvests energy from the source for relay
transmission but during the relay transmission, the source also harvests energy from
the relay for extra energy (Chen et al. 2017c). This is possible if the source and the relay
are peer nodes of similar transmission power. This is part of a wider topic on energy
self-recycling for the full-duplex node (Hwang et al. 2017) or for the whole network (Xie
etal. 2017).

In most energy harvesting relaying systems, however, the relay node harvests energy
from the source node and the source node has a fixed power supply (Nasir et al. 2013) as
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Table 8.1 Energy harvesting relaying systems with different energy sources.

Reference Source energy Relay energy
Minasian et al. (2014) Ambient environment Ambient environment
Luo et al. (2013) Ambient environment Fixed supply

Qian et al. (2016) Fixed supply Ambient environment
Chen et al. (2015) HAP HAP

Zhong et al. (2015b) PB PB

Hwang et al. (2017) Fixed supply HAP

Chen et al. (2017¢) Relay node Source node

Nasir et al. (2013) Fixed supply Source node

HAP, hybrid access point; PB, power beacon.

this removes the relay’s concern on its battery life and therefore encourages idle nodes
to participate in relaying.

Table 8.1 summarizes the different energy harvesting relaying systems based on their
energy sources. These references are meant to be examples, not an exhaustive list of all
the relevant studies. Also, in the literature, there are other terms, such as wireless pow-
ered relaying, relaying with wireless energy harvesting or radio frequency (RF) energy
harvesting, and so on. In the following, we will mainly use some examples to discuss the
system where both source and relay harvest energy from the ambient environment, the
system where both source and relay harvest energy from a dedicated power transmitter,
and the system where the relay harvests energy from the source only.

8.4 From the Ambient Environment

Figure 8.8 shows a diagram of the energy harvesting system where both source and
relay harvest energy from the ambient environment. In this case, the energy uncertainty
appears at both the source and the relay. Thus, energy causality must be considered for
both the source and the relay. We aim to find the optimum transmission power that
maximizes the achievable rate.

Consider AF. The instantaneous achievable rate for one relaying transmission with a
duration of T is given by (8.16). Over a time horizon of N relaying transmissions, the
total achievable rate is

1y 7, (4(0)
== _ i dN
o 2 Zf 8 [1 " 7@+, +1 (8.51)

where
P - h - 2
7,3i) = —S(g'dz(‘)' (8.52)
- - 2
yatiy = LAOOE (853)
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Figure 8.8 Both source and relay harvest energy from the ambient environment.

In these equations, P,(i), h(i), P,(i), and g(i) represent the transmission power of the
source, the channel gain from the source to the relay, the transmission power of the
relay, and the channel gain from the relay to the destination, respectively, during the ith
transmission. This assumes a block fading channel.

We are going to optimize P, (i) and P,(i) for i = 1,2, - -, N to maximize R. This means
that the data rate during each transmission varies due to the changes in the transmission
power. There is no direct link between the source and the destination. It is quite easy to
extend the results to the case with direct link by replacing the end-to-end SNR in (8.51)
with the overall SNR using either relay selection or combination. For example, if relay

selection is used and the direct link has a channel gain of (i), % can be replaced
( d

P()IfFG)I* ¥, (D740 . . . ¥, (Dr,(0)
b max{ > , — } If relay combination is used, —=~<— can be replaced b
Y’ - 202y (i)ra i)+l Y 7y i)y (D1 P Y
POV yf(l)”(,l) . Other derivations are similar.
202 7, (D)+y,()+1

The source harvests E (i) energy from the ambient environment at the beginning
of the ith transmission. The relay harvests E, (i) energy from the ambient environment
at the beginning of the ith transmission. Also, at the beginning of the ith transmission,
the source has S (i) energy in the battery and the relay has S,(i) energy in the battery.
The battery has a finite size of S,,,, at both the source and the relay. The buffer size at
the relay is infinite. This implies that the relay can always take as much data from the
source as needed without any overflow. Putting all the conditions together, one has the
optimization problem as

mell)xR (8.54)
k k

T Y P() < Y E() k=1,2,---,N, (8.55)
i=1 i=1
k k

T Y P(i)< Y E() k=12,N, (8.56)
i=1 i=1

k+1 k

ZES(i) -T Zps(i) <S80 k=12 N-1, (8.57)

=1 i=1

k+1 k

ZE,(L’) -T Z P(i) < S, k=1,2,---,N—1, (8.58)

i=1 i=1

P(i)>0,P(i)>0,i=12--- N (8.59)

where P, = [P,(1)P,(2)---P(N)] and P, = [P, (1)P,(2) - - P(N)]. The first two con-
straints in (8.55) and (8.56) come from the energy causality that the consumed energy
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must be smaller than the harvested energy. If the source or the relay do not harvest, one
of these two constraints can be removed to have another optimization problem. The
second two constraints in (8.57) and (8.58) come from the limited capacity of the battery.
However, they are not necessary, as the battery overflow will not affect the transmission.

One sees from (8.54) that all of E (i), E, (i), h(i), and g(i), i = 1,2,---,N, need to be
known in order to calculate the optimum values. This knowledge is not causal, as the
values for i=k+1,k+2,---,N are not available in the kth transmission. Thus, the
optimization must be performed offline. For online optimization, one must remove or
replace values of E (i), E, (i), h(i), and g(i) for i > k during the ith transmission.

To solve the optimization in (8.54), a two-step iterative procedure can be used. In
E Q1) E(2) E,(N)

e —] can be assigned as initial

the first step during the first iteration, P, = [ = -

values to optimize P, only as

max R (8.60)
k k
T PG)< ) E(G), k=1,2,---.N, (8.61)
i=1 i=1
k+1 k
Y EM)=TY Pi)<S,p k=1,2,---,N-1, (8.62)
i=1 i=1
P(i)>0,i=12,---,N. (8.63)
The optimized P, can then be used in the second step to optimize P, only as
n})axR (8.64)
k k
T Y PG < Y E(), k=1,2---,N, (8.65)
i=1 i=1
k+1 k
ZE,(i) -T ZP,(i) <S8, k=1,2,--- N-1, (8.66)
i=1 i=1
P()>0,i=1,2---,N. (8.67)

Then another iteration starts where the first step uses the value of P, from (8.64). The
iteration stops when the achievable rate using the optimized values of P, and P, does
not change above an accuracy threshold. This process converges, but sometimes not to
a global optima. It was shown in Minasian et al. (2014) that performance gains can be
achieved by using the proposed optimization. More details can be found in Minasian
et al. (2014).

The above optimization problem does not consider the signal causality. When there is
not enough data buffer at the relay, this constraint needs to be considered. In this case,
the optimization problem in (8.54) can be modified as

rlpaxR (8.68)
k k

T Y P() < Y E() k=1,2,--,N, (8.69)
17<1 lil

TY P()< Y E®, k=1,2,---,N, (8.70)

i=1 i=1
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k+1
ZE(;)-TZP(:)SSW, =1,2,---,N—-1, (8.71)
i=1 i= 1
k+1
ZE(;)—TZP(:)_ s k=1,2,--- N =1, (8.72)
P()>0,P,3i)>0,i=1,2,---,N (8.73)
k
D logy[1 +7,()] < Y logy[1+ 7,01, k=1,2,---,N, (8.74)
i= i=1
k
Y log,[1+7,()] - Z og,[1+7,)] < B, k=1,2,---.N (8.75)
i=1 i=1

where (8.74) is the new constraint on the signal causality, that is, the amount of data
forwarded by the relay to the destination cannot be larger than the amount of data
received by the relay from the source. Also, (8.75) is a constraint on the buffer size at
the relay, that is, the extra data from the source cannot be larger than the capacity of the
buffer B,,,,,.

The optimization in (8.68) is also an offline optimization. It can be solved by using a
similar two-step iterative procedure as in Minasian et al. (2014). Several special cases
can be obtained. If the source node does not harvest, the constraints on the source node
(8.69) and (8.71) can be dropped. This corresponds to the case discussed in Medepally
and Mehta (2010) and Qian et al. (2016). If the relay node does not harvest, the con-
straints on the relay node (8.70) and (8.72) can be dropped. This corresponds to the case
discussed in Luo et al. (2013). In all these cases, if the battery and the buffer are large
enough, the optimization can be simplified as

max R (8.76)

PS’PT
k k

T Y P() < Y E(i). k=1,2,---.N, (8.77)
i=1 i=1

TY P()< Y EG), k=1,2,---,N, (8.78)
i=1 i=1

P@{)>0,P()>0,i=1,2,---,N (8.79)

k
> log,[1+ 7,01 < Y logy[1+7,()], k=1,2,--,N (8.80)
=1 i=1

where only the energy causality and the signal causality need to be considered.

One can also consider the DF case by replacing R with (8.22). It is not discussed here.
In Orhan and Erkip (2015), the transmission time has also been optimized. Instead of
using a fixed time duration of T, they proposed to adjust the time duration as ¢, for the
ith transmission and optimize them. This makes the optimization more complicated.
In all these optimizations, the amount of harvested energy E (i) and E, (i) needs to be
known at both the source and the relay. This is the deterministic model discussed in
Chapter 3. However, they can also be random values that follow the stochastic models
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discussed in Chapter 3. In this case, since the optimized transmission power is a function
of the harvested energy, the optimized transmission power is also random and needs to
be adjusted from transmission to transmission. To overcome this problem, one may use
the average constraints or the outage constraints in the optimization.

8.5 From the Power Transmitter

In this case, both the source and the relay harvest energy from a dedicated power trans-
mitter. Since the energy is supplied as wireless power by the dedicated power transmitter,
the uncertainty in the energy supply has been greatly reduced. In this case, the time allo-
cation between power transfer and information delivery is more important, similar to
the discussion in Chapter 6.

8.5.1 One User and Single Antenna

We start from the simplest case with one user and a single antenna. Figure 8.9 shows a
diagram of the considered system. In this case, the signal is sent from the source to the
relay and then to the HAP. Assume that the direct link is broken due to obstacles. In this
case, there is a HAP, a user terminal and a relay node in the network. All nodes work
in the half-duplex mode. In the downlink, the HAP transmits power for 77" seconds so
that the relay and the user terminal can harvest this signal for energy. The user terminal
and the relay rely completely on the harvested energy without any other energy source.
After harvesting the energy, in the next =27 seconds, the user terminal uses the har-
vested energy to send the signal to the HAP and the relay in the uplmk In this case, the
user terminal is the source, and the HAP is the destination. In the last 2= T seconds, the
relay uses the harvested energy to forward the signal to the HAP using AF.

One sees that this system is similar to the HAP wireless powered system discussed in
Chapter 6, except that the signal is now relayed via two hops. Following similar proce-
dures to those in Section 6.4, the harvested energy at the relay and at the source can be
given by

E . =nP,|h|*t (8.81)
and
E, =P, |h|*t (8.82)
Energy ——»
HAP P, Information ——
T hy /] T
/// Vs 1-7 T gr r
fS
Ps| Source — Relay P,
T
2

Figure 8.9 Both source and relay harvest from a dedicated power transmitter with one user.
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where #, and #, are the conversion efficiencies of the harvesters at the relay and the
source, respectively, P, is the transmission power of the HAP, 4, is the channel gain
from the HAP to the relay, 4, is the channel gain from the HAP to the source,and 7 =1
has been assumed for convenience. Using them, the transmission power at the relay and
the source can be derived as

E 2
T p | (8.83)
T

b=aTon= 1=

and
E, 2n,T )
P, = = P, |k (8.84)
a-7/2 1-7
respectively. Thus, from Section 8.2.3, one has the hop SNRs as

B P|f.|? 2
T 202 (1 -1)202

IARALAR (8.85)

and

P g |? 2n,7
R .86
yd 20_2 (]_—T)20'2 al rl |gr| ( )

where £, is the channel gain from the source to the relay and g, is the channel gain from
the relay to the HAP. Thus, if only the relaying link is used, the achievable rate at the
HAP in the uplink is given by

1- Tlog2 1+ YrVa
2 yr+yd+1

2T\ £ 2P, |22 P |, g, |

R =

1-7 (1-7)20? (1-1)202" @
= log,|1+ (8.87)
2 2 2,7 2 2 21,7 N N
(1-7)202 lf;| Palhsl + (1-7)202 Palhrl |gr| +1
Thus, the optimization problem is
max{R} (8.88)
0<7<1. (8.89)

Figure 8.10 shows R versus 7. For simplicity, we set 4, =5, =0.5, and f, = h, = h, =
g. = 20% = 1. As expected, the rate first increases and then decreases when 7 increases.
An optimum value of 7 exists that maximizes the rate. The rate also increases with P,.
A single-variable equation can also be obtained by taking the first-order derivative of R
with respect to 7 and then solving the equation for the optimum 7.

The above result assumes that only the relaying link is used. If the direct link from the
source to the HAP exists with a SNR of y, and is also used, one can either perform relay
selection or combination. In the case when relay selection is used, the performance was
obtained and optimized in Chen et al. (2015).

8.5.2 Multiple Users and Single Antenna

Next, we consider the more practical case when multiple user terminals exist. Figure 8.11
shows a diagram of the considered system. In this case, relays and sources form pairs.
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Assume that there are N pairs of user terminals and relays. Each user terminal is helped
by the nearest relay. In the first 7,7 seconds, the HAP broadcasts signals in the downlink
for harvesting. In the next %T seconds, user terminal 1 uses the harvested energy to
transmit the signal to relay 1, and in the next %T seconds, the relay uses the harvested
energy to forward the signal to the HAP. Then, user terminal 2 uses the harvested energy
to transmit to relay 2 for %2 T seconds, and relay 2 forwards the signal to the HAP for the
next 2T seconds, and so on.

Following the similar procedures, the achievable rate from the kth user terminal to
the HAP is

21, 21,
o sk|2Pa|h5k|2 o Palhrklzlgrkl2

Tk 7,202 7,202
R, = Elog2 eV o — (8.90)
m skl Palhskl + Tkzo.zpalhrk| |grk| +1
where k = 1,2, -, N, and f;, hy, h,, and g, are the channel gains from the kth source

to the kth relay, from the HAP to the kth source, from the HAP to the kth relay, and
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from the kth relay to the HAP, respectively. Thus, one has the sum rate

21,7, 21,7
N T ﬁ sklZPalhsk|2Tﬂ 0Palhrk|2|grk|2
R =) S10g [1+ 5 e (8.91)
k=1 T2 Vs I*Pylhg | + Togrta 1 |?|g > + 1
which can be optimized with respect to 7, and 7;, k = 1,2, - - -, N, subject to Zszo T, =1

and 7, > 0. This is very similar to the optimization problem in Chapter 6, except that we
use the end-to-end SNR of the kth link now.

In Ramezani and Jamalipour (2017) the system was simplified by considering energy
harvesting at the relay only. In this case,

N
Tk
E Elog2 1+

The closed-form expressions for the optimum values of 7, were obtained in Ramezani
and Jamalipour (2017) as

2
=y sk|2 o p |hrk|2|grk|2

7,202

(8.92)
21,7,
sk|2+ nyopa|hrk|2|grk|2+1

7,202

20’Z

= 1 (8.93)
1 + Zl 1

o = ;, k=1,2,---,N (8.94)
3 (1"‘2;\;1 5)

where a, is the solution to

Agay A Ceay
log 1+ -
Bk“k + Ck (Bkﬂk + Ck)(Akﬂk + Bkdk + Ck)

_ i 4G (8.95)
" & (Ba;+ C)Aa +Ba, + C) '

and Ay = 2|4 P25 P, |, PIg4 1 By = 22P,lhyPlg4 % and Cp = S5|ful?+1, for
k=1,2,---,N. The optimization in (8. 91) may be solved in a 51m11ar way by using
the Lagrange multiplier. It can lead to an equation similar to (8.95) but will be more
complicated. Figure 8.12 compares (8.91) and (8.92) for the case of two users, when
P, =P =10 dB and all the channel gains have been set to 1 with 5, = 5, = 0.5. From
this figure, one can clearly see a global maximum of R, for certain values of 7, and z,.
Also, (8.92) has a slightly higher rate than (8.91).

Other optimization problems can also be formulated. For example, instead of having
a one-to-one pair for the relays and the sources, one source can use all relays to have
diversity gain. Also, direct links can be added to further complicate the end-to-end SNR.
Finally, one can assume that the source receives energy from the HAP while the relay
does not.

8.5.3 One User and Multiple Antennas

Next, consider the case when multiple antennas are used. In this case, the HAP is
equipped with K antennas, while the user terminal and the relay has a single antenna.
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(8.91)

Figure 8.12 Comparison of (a) (8.91) and (b) (8.92) for the case of two users.

The system diagram is similar to Figure 8.9, except that there are multiple channels
between the HAP and other nodes.
Similarly, the energy harvested at the relay and the energy harvested at the source can

be given by

E, =3P, |hIw|*z (8.96)
and

E, =n,P,|hIw|*t (8.97)
where h, is the K X 1 channel vector from the HAP to the relay, h, is the K x 1 channel
vector from the HAP to the source, w is the energy beamforming vector at the HAP,

and other symbols are defined as before. Using the harvested energy, the transmission
power at the relay and the source can be derived as

E 2n.t
P = L_ =_"_p |hI'w|? 8.98
alpeys il (8.98)
and
E 2n.t
P = : = — P |hIw|? 8.99
S (1_1)/2 I—T al swl ( )

respectively, where the source transmits the signal for the first (1;21) seconds and the

relay forwards the signal for the next “=2 seconds.
Assume that the channel gain from the source to the relay is still f; but the K x 1 chan-
nel vector from the relay to the HAP becomes g,. Using these assumptions and following
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a similar procedure to Section 8.2.3, the end-to-end SNR and then the achievable rate
can be derived as

_ yryd
Y, tr,+1
2, 2,
— 1- Z)Zo'2 [leP |hTW|2(1 Z)Zo‘l |hrTw|2||gr||2 (8 100)
=— > .
S|P, WP + 22 P WPl + 1
R=1"Tlog, (147 (8.101)
respectively. Hence, the optimization problem becomes
max{R} (8.102)
W
0<z<1,|Iw||*=1. (8.103)

This optimization problem can be converted into an iterative two-step optimization
as

max{y )

[lw]|? =1 (8.104)
and then

max { 1- Tlog2(1 + y)}

0; r<1. (8.105)

The optimization problem can also be simplified by assuming that the source or
the relay does not harvest energy. Instead of AF, one can also use DFE. In this case, the
end-to-end SNR becomes

. 21,7 21,7
Y = min { Wlf‘; 2P IhTW|2 W alhTWI ||gr||2} (8106)

and the achievable rate to be optimized becomes

1

R=="log, [1 * min{n, 1P, b Wi, 1, P, I w|2||gr||2}] .

27
1 - 17)202
(8.107)
The optimization of (8.107) with respect to 7 and w has closed-form expressions for the
optimum values of 7 and w. The derivation for DF can be found in Zhong et al. (2015a).
One can also extend the above results to the case when multiple user terminals and
multiple antennas are used. The derivation is similar. In summary, when the source and
the relay harvest energy from a dedicated power transmitter, the optimization is per-
formed for the achievable rate with respect to the time allocation and other relevant
parameters. The energy causality and the signal causality in this case are not the main
concerns. Next, we consider another important energy harvesting relaying system where
the relay harvests energy from the source for forwarding.

8.6 From the Source

Figure 8.13 shows a diagram and the time structure of the energy harvesting system
where the relay harvests energy from the source and the source has fixed power supply.
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Figure 8.13 The relay harvests energy from the source.

In this system, both the source and the destination have fixed power supply but the relay
either does not have enough energy or is not willing to use its own energy. For such a
system, the source must provide the wireless power required for relaying and the relay
can harvest this wireless power for forwarding. Next, we discuss AF relaying, followed
by DF relaying.

8.6.1 Amplify-and-Forward Relaying

There are two energy harvesting methods, time switching (TS) and power splitting (PS),
as discussed in Chapter 6 for SWIPT. If TS is used for AF relaying, the source first trans-
mits the signal for aT" seconds and the relay harvests energy during this period of time,
where 0 < a < 1. Then, the source transmits the information for =27 seconds to the
relay, and the relay uses all the harvested energy to forward this signal to the destination
for =27 seconds. All nodes have a single antenna and operate in the half-duplex mode.
One can see that if @ increases, more energy can be harvested by the relay and hence,
the transmission power of the relay increases for a larger achievable rate. On the other
hand, since T is fixed, when « increases, the time used for information transmission will
decrease to reduce the achievable rate. Thus, an optimum value of « exists.
Similar to (8.81), the amount of harvested energy is given by

E, = nP,|h|*a (8.108)

where 7 is the conversion efficiency of the harvester, P, is the transmission power of the

source, /1 is the channel gain between the source and the relay, and « is the harvesting

time with T = 1 for simplicity. If this harvested energy is used for signal forwarding, the

transmission power of the relay is given by

p = E, _ 2na
Ql-a)/2 1-a

Thus, one has

P|h|. (8.109)

P|h|?
_ 8.110
V=50 ( )
and
P.|g|? 2na
==L = P_|h|%|g|? 8.111
4= 5 2021 — ) Al iy ( )

where g is the channel gain from the relay to the destination.
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For AF, the end-to-end SNR is then derived as

P |h|? a
o AP le
r=— T Plhl e (8.112)
202(1-a)” g

Using (8.112), the outage probablllty can be derived as (Nasir et al. 2013)

© _ x _ _argxtbry

P(y)=1- 1 e o @ doveg dy (8.113)
dyy/c

where Rayleigh fading channels are assumed so that |4|? and |g|? follow exponential
distributions with parameters e, and e,, respectively, a = 262P,(1 — a), b = 46*(1 — a),
c= 211P52a, and d = 4;7PS0'20¢. Thus, in delay-constrained applications, the information
rate is

R=1

[1-P,2%% —1)] (8.114)

where R, is the minimum rate that needs to be achieved and y, has been replaced by
2% — 1.

Also, using (8.112), the ergodic capacity can be derived for delay-tolerant applications
as (Nasir et al. 2013)

1 —a (axy + bx)Cy _ Y _axytbx
BT u T o log, (1 + x)dydx (8.115)
/ /dx/c (cy? — dxy)*e,e,x 82 )

by averaging the instantaneous rate over the random variables |4|? and |g|?. Figure 8.14
shows R and C versus a for TS AF, where P, = 10 dB, ¢, = ¢, = 26> = 1, and R, = 2.
One sees that there is an optimum value of « for both R and C. These optimum values
are different for R and C, showing that the choice of performance measure is relevant
in optimum designs. Details of the derivations regarding TS and AF can be found in
Section 6.3.2.1 and Section 8.2, respectively.

If PS is used, the source transmits the signal to the relay during the first g seconds,

and the relay forwards the signal to the destination in the second < seconds. However,
before the signal forwarding, the relay splits the received signal from the source into two
parts: p part of the power is used for energy harvesting; and (1 — p) part of the power is
used for information forwarding.

In this case, the amount of harvested energy is

E, = ZnoPIhl? (8.116)

where p is the PS factor and 0 < p < 1. Since the relaying time is % (again T' = 1 has been
used for simplicity.), the transmission power of the relay is

E,
P=—= h|? 8.117
=1 = npPy|h|". (8.117)
It turns out that the hop SNRs are given by
1 - p)P|h|?
Y, = % (8.118)

(1-p)20; + 20,
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R (bits/s/Hz)

C (bits/s/Hz)

Figure 8.14 (a) Rand (b) C versus a for TS AF.

and

P 2
Ya= ;'ﬂ = S Pl lgl” (8.119)
where g is the channel gain from the relay to the destination, 262 is the noise power at
the RF part, 20'3 is the noise power at the baseband, and 26 = 262 + 20';. Section 6.3.2.2
explains how PS works and the associated noise power.
It can be shown that PS AF has the same outage probability as (8.113), except that
a=20"P(1—p), b=20%[(1-p)20,+20.], c=nP2p(l—-p), and d =[(1-p)20, +
2671nP;p. The rate and the ergodic capacity are given by

R
R= 7"[1 - P, (2% —1)] (8.120)
and
(axy + bx)cy? - Lo g
o (@ ~dwg | 1+ x)dyd 8.121
/ /dx/c & —duyre, ehxe 0g,(1 + x)dydx ( )

respectively. Figure 8.15 shows R and C versus p for PS AF, where P, = 10dB, ¢, = €, = 1,
20'2 = 20'5 = 0.5, and R, = 2. Again, there exists an optimum p for both R and C, and
these optimum values are different. Compared with TS AF, the optimum p for R for PS
is smaller than the optimum « for R, while the optimum p for C for PS is larger than the
optimum « for C.
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Figure 8.15 (a) R and (b) C versus p for PS AF.
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8.6.2 Decode-and-Forward Relaying

In this section, we will discuss a DF relaying system where the relay node harvests energy
from the source node to decode its received information before forwarding it to the des-
tination node. In the discussion, the exact BER and throughput performances of DF
relaying using PS energy harvesting are analyzed. Three different scenarios are con-
sidered: instantaneous transmission where the channel state information is fixed and
known; delay- or error-constrained transmission where the source transmission rate or
the error rate is restricted with a minimum requirement; and delay- or error-tolerant
transmission where throughput or error rate is averaged over the channel state.

Again, a typical three-node system is considered. In this case, the source node trans-
mits a signal to the relay node. The relay node splits the received signal into two parts.
One part is used for energy harvesting and the other part is used for information decod-
ing. The decoded information is then encoded again and forwarded to the destination
by using the harvested energy. Assume a total relaying time of T', where % is used in the

broadcasting phase and % is used in the relaying phase.
Using the above assumptions, the energy harvested at the relay node is

E, = noP,h*2 (8.122)
and the transmission power of the relay is therefore

Eh 2
r= T T npP|h|”. (8.123)
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The symbols are defined the same as before. Also, for the later derivation, one has the
PDF of the channel power as

fp@ = 2—€ 55> 0. (8.124)
Q,
Thus, Rayleigh fading is assumed. The hop SNR for the source-to-relay link and the hop
SNR for the relay-to-destination link can be derived as

1—p)P,|h|?
S ) Ll (8.125)
2(1 - p)o; + 207
npP|h|*|g|?
= — 8.126
Ya 202 + 20'§ ( )
as before, where the fading power of the relay-to-destination link follows
L4
fl'g|z(x) = Q_ge X > 0. (8.127)
For later use, the CDFs of |/|? and |g|? are given by
Fp0)=1—ew,y>0 (8.128)
and
Fp()=1—e%,y>0, (8.129)

respectively. Using the hop SNRs, the BERs for BPSK signals at the relay and at the des-
tination, respectively, can be derived as

BER, = %erfc(\/V,) (8.130)
and
1
BER, = ierfc(\/y_d) (8.131)

where erfc(-) is the complementary error function [Gradshteyn and Ryzhik 2000,
eq. (8.250.4)]. Similarly, the throughput of the source-to-relay link and the relay-to-
destination link can be derived as

C . =In(1+7y,) (8.132)
and

C,=In(1+7,), (8.133)
respectively.

8.6.2.1 Instantaneous Transmission

In this scenario, the channel state information is known via channel estimation. The
end-to-end BER of the whole relaying link from source to destination can be calcu-
lated as

BER = BER (1 — BER,)) + BER (1 — BER). (8.134)
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An error occurs only when either the source-to-relay link or the relay-to-destination
link are erroneous but not both. Using (8.130) and (8.131), one has for BPSK

1 - p)P|h|? P k|22
BER = Lerfe _A-pPh* + Lerfe npP|h|*|g|
2 2(1 - p)o; + 20} 2 202 + 20>
1 - p)P,|h|? P |1]2]0]2
L e A=pPln> \ . ( [nePIhPlg | 5.135)
2 2(1 - p)o; + 205 20, + 207,

When the hop SNRs in the two links are reasonably large, the third term in (8.135) is very
small. In this case, the first two terms are dominant. One sees that, when the value of p
increases, the first term in (8.135) increases while the second term in (8.135) decreases.
Thus, there exists an optimum value of p that minimizes the BER.

By taking the differentiation of (8.135) with respect to p and setting the derivative to
zero, after some mathematical manipulations, the optimum value of p satisfies

[ nPInPleP | (1 - o5, )P, IhP?
/ 202 + 20’ 2(1 — pfm)ag + 20-5
opt

a- /’opt)f’ 1|2 P |h|220'
=e Z(lﬂ t’“ +Z¢7d T
1.
/1 popt [2(1 — papt)a + 20 ]
i LsI 112181
X |1 —erfc pt— (8.136)

202 +20'd

This equation could be further simplified when the SNRs in the two links are large such
that the two complementary error functions can be approximated as zero. However, due
to the non-linear exponential functions in the equation, there is still no closed-form
expression for the optimum value of p. Nevertheless, the single-variable equation can
be numerically solved using standard mathematical software.

On the other hand, the end-to-end throughput of the DF relaying system can be
derived as

1 - p)P,|h|? P k12 o2
czmin{c,,cd}=ln<1+mm{ (1= p)PJH>  npP,|h|g] })

2(1 — p)o2 + 262" 262 + 202
a d a d

There also exists an optimum value of p. The optimum value of p can be derived as (Gao
et al. 2017)

(62 + 02 + nlgl*a> + nlglPo?) — VA
Pop = (8.138)

2n\g|oz
where A = [n|g|*62])> + (nlg|*02)(20; + 207 + 2nlg|*6;) + (6 + 0 — nlg|*67)>. One
sees from (8.138) that the optimum value of p does not depend on |k|?, the Channel

2
power of the source-to-relay link. Also, when - lf;lz : is large and goes to infinity, p¢
{0

opt
approaches zero.
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8.6.2.2 Delay- or Error-Constrained Transmission

In this scenario, the transmission rate of the source or the BER are restricted by a mini-
mum requirement. Specifically, for the delay-constrained case, one has C = R, such that
the throughput is constrained by

. R
= 2A-p5) (8.139)

where % takes the throughput penalty of relaying into account and the outage probability
is

Pow =Priv <vg) (8.140)

with

(8.141)

. . { (1 - p)P, |2 ins|h|2|g|2}
y =min{y,.7,} = min

2(1 - p)oZ + 202 202+ 202

being the end-to-end SNR of the DF relaying system and yti = 2% — 1 is the threshold
of y.

Similarly, for the error-constrained case, one has BER = BER,(1 — BER,) + BER /(1 —
BER,) = BER,. However, this form is not very convenient to use. We can define an equiv-
alent end-to-end SNR as

1
BER = Eerfc(‘ [Yeq) (8.142)
where y,, is bounded as (Wang et al. 2007)
y—162<y, <y (8.143)

where y is given by (8.141). When y is large, the upper and lower bounds will con-
verge such that y,, ~ y. Thus, one has %erfc(1 [Yeq) < BER, such that y,, > yﬁl, where

ygl = [erfc_l(2BER0)]2 and erfc!(-) is the inverse function of the complementary error
function. We use the bit correct rate (BCR) to be constrained as

BCR = (1 - BER))(1 - p2 ) (8.144)
where the outage probability in this case is given by

po,=Priy <v}} (8.145)
when the upper bound of y,, is used or

P, =Priy <y} +1.62} (8.146)

when the lower bound of y,, is used.
Thus, the derivations of the constrained throughput and BCR boil down to the calcu-
lation of the CDF of y. This CDF can be derived as (Gao et al. 2017)

F F 62+ 0'621 1-p 2(1 - p)o? + 20’5
)= 2 +F, . S E——
=P\ T ez v e )T\ Ta—p, Y

oo+o0, 1-p 2(1 = p)o; + 205
“Fee\ T Fop\ —q—p
(I—p)og+o, 1p (1 = p)P;
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o2+02

_avd 1= 2624252
1 Tded w1 _ @og+20h)y
- e @ QpnpPst dt (8.14'7)
Q, Jo

where F;»(-) and Fy,.(+) are the CDFs of || and |g|? given before. The one-dimensional
integral in (8.147) cannot be solved and has to be evaluated numerically. Using (8.147),
one has

C= %[1 —F,(y5)] (8.148)
and

BCR = (1 — BER)[1 - F,(y2)1,

BCR = (1 — BER))[1 - F,(y5 + 1.62)]. (8.149)

It is difficult to find an explicit expression for the optimum value of p from (8.148) and
(8.149). They will be found numerically.

8.6.2.3 Delay- or Error-Tolerant Transmission
In this scenario, one has to calculate the ergodic capacity and the average BER by aver-
aging them over the channel gains such that only the channel statistics are needed.

In the case of delay-tolerant transmission, the ergodic capacity can be calculated as

C= / / In <1 + min{ (1 - p)Px npPxy }>f|h|2(x)f|g|z()’)dxdyz
o Jo

2(1 - p)o2 + 202" 267 + 20>

by averaging the throughput over the fading gains. This integration can be derived as
(Gao et al. 2017)

c=2L|i-r it 1-p wi_——t=2f 1
Q, S\ a-poZ+od np 2(1 - p)o? + 202" Q,

034»0'2

d_1-p
1—ﬂn§+azw P .
+—1 /” oy (P51 e g, (8.150)
Q,Q, /o 20’2+26§ Q,

where W(a,b) = /" In(1 + ax)e > dx.
In the case of error-tolerant transmission, the average BER can be calculated as

_ © [ 1-p)P P
BER :/ / 1erfC & + lerfc M
o Jo |2 2(1 - p)o; + 207 2 20, + 20,
1 (1-p)Px | npPxy
—EerfC <\/m> erfC < m)] f|h|z(9C)f|g|z(y)dxdy

This can be solved as (Gao et al. 2017)
_ 1-p)P P,
BER= Ly 0P 1) L _mh 11
2Q, 2(1 - p)o? + 20‘2 Q, 2Q,Q, 202 + 26; Q, Q

1 ® (1-p)Px ~Lx npPx 1
- erfc — e " U| .5 |
20,Q, Jo 2(1 = p)o; + 20, 20, +205 Q,
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where
24/al'(1.5
U(a,b) = % - Q F,(0.5,1.5;1.5; —%) (8.151)
Va(Vby
and
o/a/z E(0.5,1.5;1.5,1.5; %)
V(a,b,c) = 1 / d (8.152)
bc  bl5cls I'(0.5)
with ,F, (-, -; ; -) being the hypergeometric function and E(-, -; -, -; -) is the MacRobert’s

E function (Gradshteyn and Ryzhik 2000).

8.6.2.4 Numerical Examples
We show some numerical examples for the expressions derived. Without loss of gen-
erality, in the examples, P, = 1, 267 = 205 = 1, while |4|* and |g|? in the instantaneous

P . h|? 2 .
transmission change with #, = —"L_ and g, = lg - and Q, and Q, in the delay- and
2024207 g 2024207 4
error-tolerant or -constrained transmissions change with f, = —%— and f§, = —.
202420 g 202420,

The value of f, and f, can be considered as the quality indicators of the source-to-relay
and relay-to-destination links and for fixed noise variances are proportional to the fading
power or the average fading power of the links.

Figures 8.16—8.19 show the performances of instantaneous transmission using DF
relaying with PS. In particular, Figure 8.16 shows the throughput versus p for different
values of B, and 7. Several observations can be made. First, there does exist an optimum
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Figure 8.16 Throughput versus p for different values of , §, and B, using instantaneous transmission.
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Figure 8.17 BER versus p for different values of 7, f, and B, using instantaneous transmission.
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Figure 8.18 Optimum BER versus §, or f, when 5 = 0.3 using instantaneous transmission.
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Figure 8.19 The optimum p achieving minimum BER versus f, or §, whenn = 0.3 using
instantaneous transmission.

value of p that maximizes the throughput, in all the cases considered. The optimum value
of p lies at the only discontinuity of the throughput. This optimum value can also be cal-
culated using (8.138). Secondly, when the value of y increases, the throughput increases
and the optimum value of p decreases, but a large part of the throughput curves overlap
with each other on the right side of the peak, indicating that the throughput performance
is not sensitive to the value of 7 in this part. Thirdly, when f, increases, the throughput
increases. Specifically, when f, increases from 0 to 10 dB, the throughput increases from
around 2.4 to 3.3 bits/s/Hz. Figure 8.17 shows the BER versus p for different values of §,
and 7. In this case, there exists an optimum value of p that minimizes the BER as well.
The BER decreases when 7 or f, increases, as expected. Again, on the right side of the
peak, there is a large part of the BER curves that overlap with each other for different 7,
showing that the BER is not sensitive to # in this part either.

Figure 8.18 shows the optimum minimum BER using the optimized p for different
values of f§, and f,. When f, is fixed in the legend, the x axis corresponds to f,, and
when f, is fixed in the legend, the x axis corresponds to f,. In this case, one sees that
the optimized BER decreases significantly with 5, when f, is fixed to 0 and 10 dB, while
the optimized BER remains almost the same when f, increases and f, is fixed to 0 and
10 dB. Thus, the BER is more sensitive to g,. Figure 8.19 shows the optimized p used to
calculate the minimum BER in Figure 8.18. When f, is fixed to 0 or 10 dB, the optimum
p only changes slightly with g,. When g, is fixed to 0 or 10 dB, the optimum p decreases
with an increase of ﬁg, as less power needs to be harvested when the channel condition
of the relay-to-destination link improves, under the same other conditions.
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Figure 8.20 Throughput versus p for different values of  using delay-tolerant transmission.

Figures 8.20 and 8.21 show the performances of delay- and error-tolerant transmis-
sions where the ergodic capacity or average BER are considered, respectively. Again, an
optimum value of p exists that either maximizes the throughput or minimizes the BER.
The value of n changes the performance slightly. In this case, the BER is less sensitive to
n than the throughput.

Figures 8.22 and 8.23 show the performances of delay- or error-constrained transmis-
sions. One sees that there exists an optimum value of p that maximizes the throughput or
the BCR. The throughput increases quickly with p, when p is small, and decreases slowly
with p, when p keeps increasing. The right sides of the peak of the throughput curves
largely overlap with each other for different values of #. This shows that the throughput
is not sensitive to # in delay-constrained transmission. Figure 8.23 shows the BCR ver-

sus p for different values of #. In general, the lower bound leads to higher BCR but the
optimum value of p is approximately the same for both bounds.

In Ju et al. (2015), an initial amount of energy was added at the relay to derive the
performances. The direct link was also considered. In Gao et al. (2017), the results were
extended to Nakagami-m fading channels. One can obtain the above results by setting
m =1 in Gao et al. (2017) or by removing the direct link and setting the initial energy
to zero in Ju et al. (2015). Recently, light energy harvesting was also studied, where the
first hop uses visible light and the relay harvests the direct current from the light for
forwarding signal in the second hop using RF (Rakia et al. 2016). In summary, these
studies focus on the optimization of achievable rate with respect to the TS coefficient or
the PS factor. In some cases, power allocation can be jointly considered. Since the energy
is supplied by the source, the energy causality at the relay is not a constraint any more.
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Figure 8.23 BCR versus p for different values of # using error-constrained transmission.

Also, since these studies only consider transmissions in blocks, the signal causality is not
a concern either.

8.6.3 Energy Harvesting Source

An interesting improvement of the energy relaying system discussed in Section 8.6.1
and Section 8.6.2 is that, when the relay forwards the signal to the destination, the source
node can also harvest energy from this transmission, as the wireless medium is of broad-
cast nature. The extra energy harvested by the source node may allow the source to
perform more or better transmissions. In this system, the relay node harvests energy
from the source node, and the source node harvests energy from the relay node.

This subsection studies such an improved energy harvesting relaying system. In the
study, we consider a typical three-node AF relaying system. Again, all nodes have a
single antenna and work in a half-duplex mode, and there is no direct link between
the source and the destination. Assume that both the source node and the relay node
are equipped with energy harvesters and thus, can harvest energies from the relevant
radio-frequency (RF) signals. Consider static AWGN channels. Also, assume that there
are E, joules of total energy initially available at the source node and that one complete
relaying transmission takes T' seconds that includes broadcasting, relaying and energy
harvesting phases.

If the TS strategy is used, we assume that the TS coefficient is a. Then, the relay node
harvests energy from the source node for a T seconds and receives information from the
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source node for =% T'seconds in the broadcasting phase. The received signal at the relay
can be given by

7, = VP,

where P, is the transmission power of the source, / is the fixed channel gain of the
source-to-relay link, d,, is the distance between source and relay, v is the path loss expo-
nent, s = +1 is the transmitted symbol, n,, is the AWGN incurred at the RF front as
a Gaussian random variable with mean zero and variance 262, and #,, is the AWGN
incurred in the RF-to-baseband conversion as a Gaussian random variable with mean
zero and variance 267 Thus, the harvested energy at the relay can be shown as

2
E, = nPSZ—UaT (8.154)

S+ My + 1, (8.153)
v
sr

where 7 is the conversion efficiency of the energy harvester and all other symbols are
defined as before.

In the relaying phase, the relay node transmits y, to the destination for 1_7“ T seconds
such that the received signal at the destination is

Ya = £ \/ITrbyr + Mia + Mg (8155)

where g is the fixed channel gain of the relay-to-destination link, 4,, is the distance
2
between relay and destination, P, = Be = Zf"P 2 is the transmission power of the

Lo T g Sg
relay, by, is the normalized transmitted signal, normalized with respect to the average
power of y,, b = L is the amplification factor, n,, is the AWGN at the des-
P 4202420

tination incurred by the RF front as a Gaussian random variable with mean zero and
variance 262, and n,, is the AWGN at the destination from RF-to-baseband conversion
with mean zero and variance 257,

Unlike the conventional relaying protocol, in the new protocol, the source node also
harvests energy from the transmitted signal of the relay node during the broadcasting

phase so that the received signal at the source node during relaying is

y, = L\/F,by, +n, (8.156)
dg

\/_

where the channel gain / and the distance d,, are used due to channel reciprocity and
n,, is the AWGN at the source. Further, the received signal at the source node can be
expanded as

\/P,Pbh>  \/P.bh
¥, = —s+ (n
dg o
In this case, the harvested energy at the source is
PPD’h* (1-a)T
P T

1)+ Hg,. (8.157)

(8.158)
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Using b = — Ll andP =fx =2p h—z one has
VP o +202420 ST et
P2(h2/d )T
E,, =;72 s (h”/dg.) (8.159)

“PIrjd + 202 + 202
s sr o, t+ 0,

For the conventional relaying protocol using TS, without energy harvesting at the
source node, the source node transmits the signal for a duration of a7 + =%T with a
transmission power of P, where the first part is the energy transfer time and the second
part is the information delivery time from the source to the relay. Thus, each transmis-

sion costs the source node an energy of

E = <aT +1 - « T) P, (8.160)

Using the total energy, the total number of transmissions the source can make in the
conventional protocol using TS is

S TE  PTl+a

L

(8.161)

In the case of TS, the end-to-end SNR at the destination can be derived from its
received signal in (8.155) as

Ps}/dyrb2
Yos = - (8.162)

7,0 +

2anP, 2 (262+207)

g2 hZ
d’(262+262) v (202+20%)°
sions using an initial energy of E, at the source node is derived as

where y, = and y, = Thus, the overall throughput in all transmis-

on 0 1 -
Cp" = Kgg¥ - log,(1 + YTS)Ta- (8.163)

For the new protocol, each relaying transmission generates an additional energy of E
at the source, which could be used for later transmissions. Two strategies are considered.
In the first strategy, all the harvested energies at the source node will be stored until the
K %’” transmissions are finished. Then, they will be used to make more transmissions. In
this case, one has the new total number of relay transmissions as

KNew — Et/ (PS D (8 164)
s Lra _ _,  PUR/d)T '
2 P2 [dl 42024207
. . . P22 dU T
where [-] is the rounding function and HT“ > nzam. Thus, one has the total
s sr a d

throughput in the first strategy as (Chen et al. 2017c)
ew e 1 -
Chst = K75 - logy(1 + Y1) (8.165)

One sees that C’}[;"”l > C%’”, as K?[Sew > K%’”, Thus, the new protocol has throughput
gain over the conventional protocol and this gain comes from using the extra energy
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harvested at the source node to make more transmissions. More specifically, the gain

can be calculated as

CNewl CCan

TS 1

C - 3
Cr" 1—’722_0;Ps<h_2> b2

1o S\ d,

Gain, = -1 (8.166)

which depends on P,, @ a, and b.

In the second strategy, instead of storing all harvested energy until the K77 Cou transmis-
sions are finished, the harvested energy will be used immediately in the next transmis-
sion to increase its transmission power. This strategy has the advantages of requiring
smaller energy storage at the source node as well as improving the quality of each relay
transmission. In particular, one has the following iterative relationships (Chen et al.
2017c¢)

E/KS"+EY

P(i+1)
s T 1+a
(i+1)
+1 __ PS Ya¥r
TS —

o ¢ plitD) h2 9
(1—a)d? (P; E+20‘3+20'd)

Ya + 2!1}1P_§i+1)h2(20'3+20'2)
) P(i) 2002 /dP 3T
;’l:l): 20 ( s ) (h*/dg,) . (8.167)
PR [d, + 202 + 202
where i =1,2,--- ,K%’”, Eplls =0, and P! = P,. In this case, the total throughput is
derived as (Chen et al. 2017¢)
KGon 1
N2 = Y 1og, (1 + 702 =2 8.168
Z 0g,(1+ 77— (8.168)

There is no dlrectlon calculation of the gain in this strategy.

If the PS strategy is used, we assume that p is the PS factor. In this case, the source
transmits the signal to the relay for % seconds. Part of this signal is received at the relay
for information delivery as

y, =41 - p)PsLs ++1—-pn,+n, (8.169)
Vs
and part of this signal is harvested by the relay as
2
Ey,y = npP; hu EX (8.170)
d;,
In the relaying phase, the relay uses the harvested energy to forward the signal to the
destination such that the received signal at the destination is

Ya= s \/P_rbyr + Miq + o (8171)
\/ dyy
where P, = P in this case and all other symbols are defined as before.

/
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Also, unlike the conventional relaying protocol, in the relaying phase of the new sys-
tem, the source node also harvests energy from the relay transmission with a received
signal of

Vs = L\/ITrbyr +ng, (8.172)
Vs
and the harvested energy is obtained as
P2 /d5 )T /2
Ph2/dC + 202 + 20'521'

Ey =n"p(1—p) (8.173)

For PS, in the conventional protocol, each relay transmission costs the source node an
energy of

E = gPs (8.174)
and the total number of transmissions is then
2F
Con __ t
Kpd" = PS_T (8.175)
Also, using PS, the end-to-end SNR at the destination is
Py b?
Vs = —— (8.176)
yde + sr

(1-p)[262+203 /(1~p)InpP.h?
h2
d;’r[2¢72+2¢7;/(1—p)]
throughput of the conventional protocol using PS as (Chen et al. 2017¢)

where y, = and other symbols are defined as before. This gives the total

Con

CSon = ; 5_log,(1 + ¥pg)- (8.177)

In the new protocol where the source node harvests energy during the relaying phase,
using the first strategy, the number of total transmissions is calculated as

2Et/(PsT)

PR d P T2
2 _ s sr
1=n*p(1=p) P [dv 42024207
P /dy)’T/2

P2 /dv 42624207

(8.178)

‘New __
1<PS -

where 1 > #2p(1 — p) and the total throughput is (Chen et al. 2017c)

New
Chewt = ”25 log, (1 + ¥pg)- (8.179)
The performance gain in this case is given by
Gain, = 1 -1 (8.180)

w2 \?
1-n2p(1 - p)ﬂ(;) b?
On the other hand, using the second strategy for the new protocol, one has

on (i)
Pl 2(Et/KPCS +E,)
S T
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(i+1)
i1 Ps dep

’)/ =
bs v (P 2 42524202)
B

Yat [2(1-p)o2+20%1npP k2

PO (H2do)3T )2

EX:“ =n"p(1 — p)— ) (8.181)
POR2/ds + 262 + 202
and the total throughput is (Chen et al. 2017c)
KSor 1
Cpe* = ) log,(1+ 71(;5))5' (8.182)
i=1

Next, we use some numerical examples to show the gain of using the new energy
harvesting relaying system where the source node and the relay node harvest energy
from each other. The parameters of a and p are first calculated by finding their opti-
mum values that maximize the throughput of a single transmission log,(1 + ) I_Ta and
log,(1+ yps)%, respectively, as is often the case in practice. We examine the effects of P,,
n, d,, and 26, + 207 on the performance gain. Other parameters are set as E, = 100 /,
T=1s202= 255 =¢?%, v=27,and h = g = 1. The path loss exponent v = 2.7 corre-
sponds to an urban cellular environment. The channel gains # = g = 1 is chosen such
that the operating SNR will be from 10 to 20 dB without any path loss, when 62 is from
0.01 to 0.1 as examined in this study. These are all realistic setups. The choices of dis-
tances are for illustration purposes only. Other choices of parameters can also be made,
depending on the applications considered. The gain examined in the figures is calculated
as the difference between the throughput of the new system and the throughput of the
conventional system normalized by that of the conventional system, as given in (8.166)
and (8.180).

Figure 8.24 shows the performance gain versus P,. Several observations can be made.
First, since the gain is always positive, the new scheme with energy harvesting source
outperforms the conventional scheme without energy harvesting source, as expected, as
the source node harvests extra energy in the relaying phase. Secondly, the new scheme
using the first strategy has a larger performance gain than that using the second strat-
egy at the cost of requiring a larger capacity for energy storage. Thirdly, the TS energy
harvesting has a larger gain than the PS energy harvesting, as PS normally harvests less
energy than TS.

Figure 8.25 shows the gain versus 5. One sees that the performance gain increases
when 7 increases. Figure 8.26 shows the gain versus d,. In this case, the performance
gain decreases when d,, increases. Also, the rate of change in Figure 8.26 is much higher
than that in Figure 8.25. Again, the first strategy using TS has the largest gain. Figure 8.27
shows the gain versus ¢2. In this case, the gain increases when 62 increases, except when
the first strategy is used with PS.

From these figures, for variable-gain AF relaying, one concludes that the distance d,,
has the largest effect on the performance gain, followed by the conversion efficiency #.
To increase the performance gain of the new protocol, one needs to choose a large 7 or
asmall d,,. Also, TS is preferred to PS, as it produces larger gains.

Figures 8.28-8.31 show the corresponding results for fixed-gain AF relaying, where
b=1 is used instead of b = L in (8.155). Again, the performance gain

2
1/ P ZZ +2024207
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Figure 8.24 Performance gain versus P, whend,, = 1.2m,d,, = 1.2m, n = 0.5 and 62 = 0.01 for
variable-gain AF.
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Figure 8.25 Performance gain versus n when P, = 1W,d, = 1.2m,d,; = 1.2 m, and ¢? = 0.01 for
variable-gain AF.
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Figure 8.26 Performance gain versus d, when P, = 1W,d,, =3 —d,,n = 0.5,and 6* = 0.01 for
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Figure 8.27 Performance gain versus ¢? when P, = 1W,d, = 1.2m,d,; = 1.2m, and n = 0.5 for
variable-gain AF.
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Figure 8.28 Performance gain versus P, whend,, = 1.2m,d,, = 1.2m, n = 0.5, and 6* = 0.01 for
fixed-gain AF, where b = 1.
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Figure 8.30 Performance gain versus d, when P, = 1W,d,, =3 —d,,,n = 0.5, and 6* = 0.01 for
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increases with P,. The first strategy is still better than the second strategy but PS
outperforms TS when the value of P, is small. The performance gain also increases with
n, as expected, as more harvested energy always leads to better system performance.
In Figure 8.29, the first strategy is always better than the second strategy and TS is
always better than PS. On the other hand, from Figure 8.30, the performance gain
drops quickly when the distance d, increases. There is little difference between the
first strategy and the second strategy for TS but TS is still better than PS. Finally, from
Figure 8.31, for fixed-gain AF relaying, the performance gain also increases with o2,
except for the first strategy using PS. Again, TS is better than PS but the first strategy is
better than the second strategy only when o2 is small.

Note that the above result considers a static AWGN channel for simplicity. In this case,
channel estimation can be performed for each transmission, and the estimated chan-
nel information can then be used at the source node for rate adaptation. Alternatively,
one can also average the instantaneous throughput derived above and use the average
throughput at the source node. Note also that energy harvesting is used to encourage
the nodes to be involved in relaying but this does not necessarily mean that the relay
transmits very weak signals to the destination. In fact, the relay needs to transmit sig-
nals comparable with what is transmitted by the source in order for the destination to
decode them correctly. Also, due to channel reciprocity, the channel attenuation from
the source to the relay will be the same as that from the relay to the source. Thus, it
is practically meaningful for the source to recycle the energy transmitted by the relay.
More results on energy harvesting source node can be found in Chen et al. (2017c).

8.7 Other Important Issues

In the previous section, we have discussed several different energy harvesting relaying
systems based on their sources of energy. As can be seen, the source of energy is one
of the most important factors that has a fundamental impact on the designs of these
systems. For systems harvesting energy from the ambient source, the energy causality
and the signal causality must be accounted for. For systems with dedicated source or sys-
tems where only the relay harvests from the source, the time allocation or the harvesting
parameter is more important. In all these problems, fixed resources are assumed so that
one must find the best tradeoff between energy and information. This is very similar to
the problems in Chapter 6, where the same signal or link is used for both energy and
information and hence its use needs to be optimized.

Next, we will discuss several important issues in energy harvesting relaying. These
issues occur in all types of energy harvesting relaying systems. In the discussion, we
may assume only one specific type of those systems to make the discussion concise, but
readers can easily extend them to other types of energy harvesting relaying systems.

8.7.1 Interference

As mentioned in Chapter 6, interference has been an important issue in almost all wire-
less communications systems. This is mainly due to the limited spectral resource in
wireless systems such that most frequency bands are shared by all users in the com-
munications system. However, as discussed in Chapter 6, for energy harvesting wireless
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communications, interference could actually be beneficial, as it provides an extra source
of energy. The overall effect of interference depends on whether it provides more energy
or reduces the signal-to-interference-plus-noise ratio (SINR) more.

Next, we analyze the effect of co-channel interference on energy harvesting relaying.
In the analysis, consider a three-node AF relaying system where the source transmits sig-
nal and energy to the relay and the relay uses the harvested energy to forward the signal
to the destination. All nodes have a single antenna and operate in half-duplex mode.

8.7.1.1 Time Switching
Using TS, the source transmits energy to the relay for a T seconds, followed by 1_7" T sec-

onds during which the source transmits the information to the relay, and another =27
seconds during which the relay uses the harvested energy to forward the information
to the destination. The model is very similar to that in Section 8.6, except that there is
interference so that the received signal at the relay is given by

N
Y, = \/ZTShs + z \/Ehisi +n,+n, (8.183)
i=1

where P, /1, and s are the same as defined before, P; is the transmission power of the
ith interferer, /; is the channel gain from the ith interferer to the relay, s; is the symbol
transmitted by the ith interferer, #,, is the antenna noise with mean zero and variance
207, and n,, is the baseband noise with mean zero and variance 267. Together one has
n,, + n,, = n with mean zero and variance 26> = 207 + 267, One sees that the only dif-
ference between (8.183) and the previous model is the second term that represents the
interference.
From (8.183), the harvested energy is given by

N
E =n (Pslhl2 +> Pilhl-lz> a (8.184)

i=1

where T = 1 and E{|s|?} = E{|s;|*} = 1 have been used for simplicity. The extra energy
from the interference is evident in (8.184). The transmission power of the relay is
given by

E 2an al
P, = = Ph|* Plm)* ). 8.185
ATy 1—a<5||+; 2 l') (8.185)

Using this energy for relaying, the received signal at the destination is

N
v, = \/P.agy, + 2 \/ngjs]’. + 1y, + Ny (8.186)

j=1
where a = ! is the amplification factor, P,, g, and y, are defined as before,

VP iP+20% 4202

Q; is the transmission power of the ith interferer, g; is the channel gain from the ith
interferer to the destination, s}f is its transmitted symbol, and #,, is the antenna noise
and 7, is the baseband noise at the destination with means zero and variances 262 and
263, respectively. Note that the amplification factor is determined by the noise power
and the signal power only. The reason that it does not include the interference power is
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because, in practice, the relay will only have knowledge of the channel gain and the noise
power through estimation processes but will not be able to estimate the interference
power due to its variability.

Using (8.186), the end-to-end SNR in this case can be derived as

— VrYa
r= 4 (1=a)(P,|h]2+202,+20% )/ 2an) (8.187)
Ya (XN, Pl 24262 +262 )P W2+ XN | PyI11%)
where
P|h|?
Y o o (8.188)
Zi=1 Pi|h|? + 207, + ZGrd
and
2
Ya= : (8.189)

E/ 1 Qlgl? + 207, + 207,

are the hop SINR of the source—to—relay and relay-to-destination links, respectively. If
one lets N = 0, the case without interference, as discussed before, can be obtained.

Using (8.187), the outage probability for Nakagami- fading channels was derived in
Chen (2016) as

m Nmy, m my m Nmy,
roo=i- () (7s) (i)
0 PIIQII PSQI PIZQIZ

’”f z/: (my /) () 262 + 202 ) (Nmy, +1' = 1)!
X
T(Nm, )T (my D (N )1

=0 I'=

m2(25[21ﬂ+26dd m

———da__dd X(yz -z

/ / Q) 02— 1’391y PnQn
02421002, 427,67,

X()/ Z) m—1 Nm,l—l
]Nm,2+l’

dydz (8.190)
"y, + m, X (y,2)
QIZQIZ 92

b2 (y+26 +2ar )
where X(y,2) = . ——
2arl O+2)(r—r02—2790%—27,02,)

age fading power of the interferer at the relay, m,, and Q,, are the m parameter and the
average fading power of the interferer at the destination, m; and Q, are the m parameter
and the average fading power of /4, and m, and Q, are the m parameter and the average
fading power of g. Details of this derivation can be found in Chen (2016).

Using (8.190), the achievable rate for delay-constrained applications can be shown as

R— (1 —;)Ro [1 - P,2% —1)]. (8.191)

, m;; and ; are the m parameter and the aver-

Figures 8.32 and 8.33 show R for TS versus a in a Nakagami-m fading channel with
Rayleigh interferer under different conditions, when 267, = 202, = 267 =202 =1
and P, =P, = Q) = Q; = Q) =1, while Q; and Q, vary with the average SINRs

Q Q ;
Al=————and Ay= ———,r ively. One can hat the r
R da,=— RRTERT espectively. One can see that the rate

increases when 7 1ncreases, N increases, R, increases, or the m parameter increases,
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Figure 8.32 R versus «a for different values of (a) n and (b) Nin TS.

as more energy can be harvested with larger n or N or when channel conditions are
better. Also, similar to before, an optimum « exists in all cases, and the optimum value
changes with #, N, R, or the m parameter. The observation that the rate increases with
N implies that, in these cases, the interference is beneficial, or the benefit of harvesting
the interference outweighs the degradation caused by the interference.

8.7.1.2 Power Splitting

If PS is used, the source transmits the signal to the relay for % seconds, followed by %
seconds during which the relay forwards the information to the destination. In the first
L seconds, the signal will be split into two parts, one part for information decoding and
the other part for energy harvesting. The received signal at the relay for information
decoding is given by

N
y, =1 =pPhs++/1—p 2 \/ZTihisi +\1—-pn, +n, (8.192)
i=1

where p is the PS factor and all other symbols are defined as before. In this case, the
antenna noise #,, is split, because PS is performed at the RF part, while the baseband
noise n,, is not split.
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Figure 8.33 Rversus « for different values of (a) R, and (b) m parameters in TS.

Then, the harvested energy using the other part of the signal is given by

N
E =np (Ps|h|2 + ZPi|hi|2> % (8.193)
i=1

Again, T = 1 and E{|s|?} = E{]s;|*} = 1 have been used for simplicity. The extra energy
from the interference is also evident in (8.193). The transmission power of the relay is
thus given by

N
E
P,=—=np| P|nl*+ ) Plhl|* |. 8.194
= 12 ﬂp<s|| 2, Bl (8.194)
Using the harvested energy, the received signal at the destination is given as

N
y, = \/Pagy, + Z \/ QES) + Maa + Mg (8.195)

j=1
where a = ! is the amplification factor in this case, and all other

\/ A=, |HP+2(1-p)0% 4202,
symbols are the same as before.
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Using (8.195), the end-to-end SINR in this case can be derived as

!
y = 2l (8.196)
(pane+2e +2"+j)/<np>
[Z, | Pilh 24202 + 1_"1 @, Ih2+XN, Pk
where y, = Pk is the hop SINR of the source-to-relay link for PS and

XN P2 4202 4262, /(1-p)
7, is the same as before. Again, if one lets N = 0, the case without interference can be
obtained. Otherwise, when N increases, more interference is incurred.

Using (8.196), the outage probability for PS in Nakagami-m fading channels was
derived in Chen (2016) as

m Nmy, m m m Ny,
roo=-(5a) () (@)
0 PIIQII PSQI Q12Q12

X’”z-l L (my /) (1) 202 4202 ) (Nmyy + 1 = 1)
TN, )T (my )T(N )l

=0 I'=0

(203 +20% m m
_7)( Ly ML,
/ / e 2= 2 91 Pnon
02+27502, 427,02,/ (1-p)

[X(y Z)] yml—l Nm;,—1
]NWI[ZJrl' ydz

(8.197)

My mZX .2)
e M0
[ Q& Q

+202 +267,/(1—
where X(y,z) = Y+20,,+20,/070) now and other symbols are defined as
e (y+Z)[y 102=27002,~ 27,02,/ (1=p)]

before. More details on (8.197) are available in Chen (2016). Using (8.197), the
achievable rate for delay-constrained applications can be calculated using (8.191).

Figures 8.34 and 8.35 show R for PS versus p in a Nakagami-m fading channel with
Rayleigh interferer under different conditions. The same parameter settings are used as
those in Figures 8.32 and 8.33. Similar observations can be made. Also, the curves for p
in PS are generally flatter than those in TS, indicating that there are more choices of p
that give near-optimal performances.

8.7.2 Multi-Hop

We have been studying energy harvesting dual-hop relaying systems so far. However,
in some applications, range extension is quite important to provide services for remote
nodes. In these applications, multiple relays can be used to form a multi-hop relaying
system that can extend the range considerably. Next, we will consider a multi-hop energy
harvesting AF relaying system and study how the energy changes with hops. Some of the
discussion and derivation can be found in Mao et al. 2015.

Consider a relaying system with one relaying link from the source node to the des-
tination node via several hops. There is no direct link between the source node and
the destination node, which is the aim of network coverage extension. All nodes are
half-duplex and have a single antenna. The signal from the source node is relayed by
multiple nodes in several hops, one node in each hop, until it arrives at the destination
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Figure 8.34 R versus p for different values of (a) # and (b) N parameters in PS.

node. In each hop, the relaying node first harvests the energy of the signal from the pre-
vious hop and the harvested energy is then used to forward the signal to the next hop.
Assume that in each hop it takes T seconds to transmit the signal and that the initial
transmission power of the source is P,. In this section, the largest number of hops will
be calculated, that is, the hop when the signal dies down due to insufficient energy for
forwarding. This calculation depends on the energy harvesting strategies used by the
relays. Thus, it is necessary to discuss the TS and PS methods separately.

8.7.2.1 Time Switching
In the TS method, the relay uses a portion of the relaying time to harvest the signal from
the source node or the previous hop. Denote «,, as the portion at the mth relay in the
mthhop, with0 < a,, < 1andm = 1,2, - -. Thus, among the relaying time 7 in the mth
hop, a,, T will be used to harvest the energy and (1 — a,,)T will be used for forwarding
the received signal.

Consider AF first. In the AF protocol, the received signal from the previous hop is
amplified and forwarded to the next hop directly. Thus, the received signals at the first
relay, the second relay, and the mth relay are given by

Y= VPyas+ny, +ny, (8.198)
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Figure 8.35 R versus p for different values of (a) R, and (b) m parameters in PS.

Yo = VP1g1a,y1 + 1y, + 1y, (8.199)

Vi = V Pm—lgm—lamym—l + Nyg + Ry (8200)

respectively, where P is the initial transmission power of the source node, P;,- -+ ,P,,_;
are the transmission powers of the first until the (m — 1)th relays that have been
harvested from y,,--- ,y,,_;, respectively, a,,a,,- - - ,a,, are the channel gains of the
first, second, - - -, mth hops, respectively, g;,--- ,g,_; are the amplification factors
at the first until the (m — 1)th relays, respectively, s is the transmitted BPSK signal
with equal a priori probabilities for s =1 and s = -1, n,, 1y, - - - , 1, are the AWGN
introduced by the RF fronts at the first relay, the second relay, and the mth relay,
respectively, and n,,, n,.,- - - ,n,, are the AWGN introduced in the RF to baseband
conversions at the first relay, the second relay, and the mth relay, respectively. Note
that we have discussed before that there are two types of noise in energy harvesting
relaying, one from the antenna and one from the baseband. Furthermore, assume that
the channel gains a,,4,,- - ,4,, are known. Also, assume that n,,#,.,- - ,#n,, are
Gaussian random variables with mean zero and variance 62,63 ,- - - , 07,, respectively,
and n,,,n,,, -+ ,n,, are Gaussian random variables with mean zero and variance
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02 .05, 05, respectively. Using the iterative relationship, the received signal at

the mth relay can be rewritten as

, (8.201)

Two types of AF protocol are considered next: fixed-gain; and variable-gain. For
fixed-gain AF, the amplification factor is set to g; =1 for i =1,2,--- ,m — 1. Other
constants can be considered similarly. For variable-gain AF, the amplification factor is
setto g, = — L fori= 1,2,--- ,m— 1. Also, in (8.201), if the lower limit of

A/ Py la;*+0l+02

the summation or the product becomes larger than the upper limit of the summation
or the product, the sum or the product is assumed to be 1.

The received signals are used in energy harvesting for «, T, a,7T, and «,, T seconds,
respectively, and in relaying for (1 — a;)T, (1 — a,)7, and (1 — a,,)T seconds, respec-
tively. Thus, from (8.198), the energy harvested at the first relay from the transmitted
signal of the source node is given by

E, = nPyaia, T (8.202)

where 7 is the conversion efficiency of the energy harvester and all other symbols are
defined as before. Similarly, the energy harvested at the second relay from the transmit-
ted signal of the first relay is given by

E,, =nP.giasPyaia,T. (8.203)

Finally, the energy harvested at the mth relay from the transmitted signal of the (m — 1)th
relay is given by

m—1 m—1 m
Ey, =[]~ ][] #e.T. (8.204)
i=0 i=1 i=1

Since each hop has a relaying time of T, the transmitted power at the first relay, the
second relay, and the m-th relay can be calculated as Mao et al. 2015

E
P, = % = nPyala, (8.205a)
E
P, = % = nP,g2a’Pya’a, (8.205b)
E m—1 m—1 m
— T _ 2TT 2
P, == "gpf g &[]t (8.205¢)

respectively. Note that these relationships are in fact recurrence relationships. Using
8.205a—8.205c, non-recurrence expressions of the transmission powers can also
be obtained by replacing the transmission powers on the right-hand sides of these
equations.

One sees that, since # <1, a; <1, and a; <1 due to channel attenuation,
E,, = nayalE, is only a portion of the initial amount of energy transmitted by the
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source node as E; = P T. Also, E;, = ng?a3Pya’a,E,, is only a portion of the harvested
energy at the first relay. Thus, the harvested energy at each hop decreases at an
accelerated rate when the hop number increases. At some hop, the energy will not be
sufficient for transmission. We use the throughput criterion such that

Ry =log,(1+7,)1 -a,) (8.206)

where

m—1 -1

21 & PA-a)T

—

]
—_

i= i=1

vy, = (8.207)
m m m m—1 m—1
2| II 4 1 g 11 P(op, + o)
i=1 | j=i+1 / J=i / j=i

m =1,2,---is the hop index, (1 — a,,) in (8.206) takes into account the throughput loss
due to energy harvesting time, and (1 — «,,,) in (8.207) takes into account the transmis-
sion time loss due to energy harvesting.

It is of great interest to find the first value of m for which log,(1 +7,,)(1 — ,,) < R,.
Before this happens, each hop has a throughput of R, such that the TS coefficient «,,
can be calculated as Mao et al. 2015

(8.208)

for the mth relay, where W = 37 [T /2, a7 lrglg]z Hlygl P(c?, + o7)]. This equation
does not lead to a closed-form expression of a,, but it can be easily solved using math-
ematical software.

In the DF protocol, the received signal from the previous hop is first decoded and then
the decoded information is forwarded to the next hop. Thus, the received signals at the

first relay, the second relay, and the mth relay are given by

i =VPas +ny, +ny, (8.209)
Yo = Piays; +ny, + 1y, (8.210)
Yu = NPp18,8-1 + Ny + 1y (8.211)
respectively, where s, = sgn{y,aj},--- ,s,_, =sgn{y,_,a;,_,} are the decoded and for-
warded information at the relays, sgn{x} = 1 when x > 0 and sgn{x} = —1 whenx < 0

is the signum function, and all other symbols are defined as before. Unlike AF, since
E{]s,,_1|*} = 1, the performance of the mth hop in DF only depends on P,,_;, a,,, 62,,,
and o-,zm. Next, the largest number of hops, that is, the maximum value of m given an
initial amount of energy E, = P, T, will be studied.

For DF, the harvested energy at the first relay can be derived from (8.209) as
E, = nPyaiaT. (8.212)
Similarly, the harvested energy at the second relay can be derived from (8.210) as

Ey, = nPala,T (8.213)
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and the harvested energy at the mth relay can be derived from (8.211) as
E,, =nP, aa,T. (8.214)

Using them, the transmission powers at the first relay, the second relay, and the mth
relay, respectively, can be derived as Mao et al. 2015

E

P, = % = nPyata, (8.215a)
E

P, = % = nPdla, (8.215b)
E

P, = % =nP, _,d’a,,. (8.215¢)

Again, these relationships are recurrent.

Comparing AF with DF, one sees that their energies harvested at the first relay are
the same. For the second relay, E;, = naja,E,, for DF and E,, = g} Pyaina;a,E,, for AF.
Thus, for fixed-gain AF with g, = 1, the harvested energy for AF is 10log,,(Pya3}) dB more
than the harvested energy for DF, implying that fixed-gain AF in this case could support
more hops than DF due to more harvested energy. On the other hand, for variable-gain
AF with g, = L , the harvested energies of AF and DF are almost identical

\/ Podi+o7 +07,
when the SNR of the initial received signal is large such that Pya? >> o7 + o7 .
Similarly, using the throughput criterion, one has

R, =log,(1+y,)1—-a,,) (8.216)

where
P_a21-a)T
Y = 2 2’”( - ) (8.217)
Gmu + o-mc
and m=1,2,--- is the hop index. The TS coefficient @, can be calculated as
Mao et al. 2015
2R0/(1—am) -1 2 + 2
@, =1- ( )ga’”“ Oinc) (8.218)
p, a,T

for the mth relay, until the throughput drops below the threshold as log,(1 +y,,)(1 —
@,,) < R,, for which the value of m is determined as the largest number of hops sup-
ported by the initial energy of E,.

8.7.2.2 Power Splitting
In the PS method, the relay splits a portion of the received signal power as harvested
energy. Denote p,, as the splitting factor at the mth relay, with 0 <p,, <1 and
m=1,2,---

Consider AF first. In this case, the parts of the received signals at the first relay, the
second relay, and the mth relay for relaying are given by

y1 =V = p)Poays +\/1—pny, +ny, (8.219)

Y2 = VA = p)Pgiazy, + /1 — pyny, + 1y, (8.220)

- pm)Pm—lgm—lamym—l + V 1- PiMma T e (8221)
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respectively, for T seconds, where all the symbols are defined as before. Using them, the
signal at the mth relay to be relayed is derived as

m—1 n m—1
= H ml—[ a; Hgis
iy =1 =1
m m—1
Yy [H Va=s.8,

i=1
H Hg/((l ')nia + nic):| . (8.222)
j=i+1 j=

The same received signals are also used for energy harvesting. Using the harvested
energies, the transmission powers at the first relay, the second relay, and the mth relay,
respectively, can be calculated as Mao et al. 2015

P, = r]POa%p1 (8.223a)

P, = nPyP\gia’as(1 — p))p, (8.223b)

m—1 m—1 m m—1
=7 HP Hgl Ha, (1 =)o, (8.223¢)
i=0 i=1 i=1 i=1
Comparing these results with those for the TS method, one sees that the harvested
power in PS has an additional term of HZ}I(I — p;). Since this term is smaller than 1
and decreases quickly as m increases, the harvested power using the PS method is much
smaller than that using the TS method, under similar conditions. As a result, the largest
number of hops using the PS method is much smaller than that using the TS method,
which is not desirable for network coverage extension.
Again, applying the throughput per hop restriction, one has

R, =log,(1+7,,) (8.224)

where

m—1 m—1
Hz =0 (1 pl+1)P Hz 1 i i=1 g2
u

where U = ¥ [T ' A =0 )P T @ ;1;1 (1 = p)o?, + o2)]. The PS split-
ting factor p,,, can be calculated as Mao et al. 2015

Ym = (8.225)

(2% — 1)62,
P =1——— 5 (8.226)
HzO(l pl+1)PHzl ; zlgT w
where
m—-1 rm-1
W= { [H /@ =P, H Hgl (A - p)o2 +c2)| + aﬁm}(zko - 1.
i=1 = j=i+1 j=i
(8.227)
Unlike the TS coefficient a,,, the PS splitting factor p,, does have a closed-form expres-
sion. However, note that the calculation of p,, requires knowledge of p,,,_1,- - - , p;. Thus,

this is essentially a recurrence relationship.
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For DF, the received signals at the first relay, the second relay, and the mth relay for
relaying can be expressed as

y1 =V = p)Pyass+ /1= pny, +ny, (8.228)

Yo =V = py)Piays; + /1= pyny, + 1y, (8.229)
Y =\VA=p, )P, _14,5,_1+\1—=pHn,,+n,,, (8.230)

respectively, for the whole relaying period T seconds, where all the symbols are defined
as before.

Parts of the received signals are also used for energy harvesting. Using the PS method,
the transmission powers at the first relay, the second relay, and the mth relay, respec-
tively, can be calculated as Mao et al. 2015

P, = ;7P0afp1 (8.231a)
P, = np,P,a; (8.231b)
P, =np,P, . (8.231c¢)

These values can also be calculated recursively. Then, applying the throughput restric-
tion to each hop, one has

R, =log,(1+7,,) (8.232)

where
_ (A=-p,)P, 4, T
" 1- pm)o-r%m + O-;?nc
and m = 1,2, - - - is the hop index. Using this restriction, the PS splitting factor p,, can

be calculated as Mao et al. 2015
2% - 1)02,
p=1- . (8.234)
P, 1a,T = 05,,(2% = 1)

To summarize, the calculation of the largest number of hops is performed as in the
following. For TS, «a,, is first calculated, and then P,, and the throughput are calcu-
lated for m =1,2,- - -. Once the throughput is less than R, the calculation stops and
the value of m in the previous iteration is decided as the largest number of hops. In the
case of PS, p,, is first calculated, followed by P,,, both of which will be used to calcu-
late the throughput to find the first value of m that makes the throughput below R, for
m = 1, 2, e

(8.233)

8.7.2.3 Numerical Examples

In this section, numerical examples will be presented to show the dependence of the
largest number of hops on different relaying protocols, different harvesting strategies
as well as different system parameters. To do this, in the calculations, the parameters
aresetaso- oe=001lform=1,2,- —01f0rm-12 -, and T = 1. Also,

lety, = 52 be the initial SNR in the ﬁrst relay, which is directly related to the initial

amount of energy P, T from the source node. The effects of R, #, and y,, are examined.
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Tables 8.2—-8.6 show the obtained largest numbers of hops in different conditions for
different relaying protocols and harvesting strategies. Several observations can be made
from these tables.

First, under the same conditions, the value of the largest number of hops generally
increases when the initial SNR y, and the conversion efficiency 7 increase or when the
throughput requirement R, decreases. This means that one may extend the network
coverage by either increasing the amount of energy transferred from the source node
and subsequently harvested by all relaying nodes, or improving the efficiency of the
energy harvester or reducing the performance requirement. This is expected. Among
the three parameters examined, one can also see that the initial SNR y, has the largest
impact on the network coverage extension. For example, in Table 8.2, the largest num-
ber of hops could have an increase of 5 hops from 2 hops to 7 hops, when y, increases
from 10 dB to 30 dB, while for # and R, the maximum increase is between 0 and 2 hops
when 7 increases or R, decreases. In all the cases, the change of # from 0.3 to 0.5 leads
to an increase of 1 hop at most, when y, < 25 dB, indicating that it may not be worth

Table 8.2 The largest number of hops for fixed-gain AF with TS.

Yo
Ry>m) 10dB 15dB 20dB 25dB 30dB
(1,0.3) 2 2 3 4 5
(1,0.5) 2 2 3 4 7
(2,0.3) 2 2 3 2 4
(2,0.5) 2 2 3 2 6

Table 8.3 The largest number of hops for variable-gain AF with TS.

Yo
Ry, 10dB 15dB 20dB 25dB 30dB
(1,0.3) 2 2 3 3 3
(1,0.5) 2 3 3 3 4
(2,0.3) 2 2 2 3 3
(2,0.5) 2 2 2 3 3

Table 8.4 The largest number of hops for DF with TS.

Yo
Ry M) 10dB 15dB 20dB 25dB 30dB
(1,0.3) 2 2 3 3 3
(1,0.5) 2 3 3 3 4
(2,0.3) 2 2 2 3 3
(2,0.5) 2 2 3 3 3
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Table 8.5 The largest number of hops for variable-gain or
fixed-gain AF with PS.

Yo
Ry >m) 10dB 15dB 20dB 25dB 30dB
(1,0.3) 1 1 1 1 1
(1,0.5) 1 1 1 1 1
(2,0.3) 1 1 1 1 1
(2,0.5) 1 1 1 1 1

Table 8.6 The largest number of hops for DF with PS.

Yo
Ry>m) 10dB 15dB 20dB 25dB 30dB
(1,0.3) 1 1 2 2 2
(1,0.5) 1 2 2 2 3
(2,0.3) 1 1 1 2 2
(2,0.5) 1 1 2 2 2

improving the design of the energy harvester to extend network coverage when the ini-
tial amount of energy is low to medium. This is important, as improvement of the energy
harvester often requires a considerable amount of time and effort.

Secondly, comparing different relaying protocols, one sees that fixed-gain AF relaying
has the largest numbers of hops when the TS method is used. In this case, variable-gain
AF relaying and DF have very similar performances. The reason for this is that fixed-gain
AF relaying leads to more harvested energies at the relays and therefore can be
transferred for more times or more hops while variable-gain AF and DF have similar
harvested energies for large SNRs. When the PS method is used, DF relaying has the
largest numbers of hops, while variable-gain relaying and fixed-gain AF relaying have
similar performances. This can be explained by comparing the harvested power of AF
and DF, where one sees that the harvested power of AF is much smaller than that of DF
due to the extra term of H;Zl(l — p;) in the product and thus, the energy transferred
from the source node can be exhausted quickly in AF relaying.

Thirdly, comparing the TS method with the PS method, one sees that the TS method
can achieve many more hops than the PS method, under similar conditions. This is espe-
cially true for AF relaying, where the largest number of hops drops from 7 in Table 8.2
to 1 in Table 8.5, under the same other conditions. This is explained as follows: for the
TS method in AF relaying, the powers of the signals for harvesting and for relaying are
the same, and only the relaying time is switched. Thus, the first relay can choose to take
a small amount of time and therefore harvest a small amount of energy (power is fixed
during this), conserving the majority of the energy for later use by the following relays.
However, for the PS method in AF relaying, the powers of the signals for harvesting and
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relaying are different. Even if the first relay chooses to split a small portion of power for
relaying and therefore harvest a small amount of energy (time is fixed during this), with
the good intention of passing on the majority of energy for later use by the following
relays, according to AF relaying, the first relay is in fact only using a large transmission
power (conserved for the following relays) to transmit a very weak signal (due to a small
portion of power split) to the next relay. This is as undesirable as using a small transmis-
sion power (harvesting most energy from the source node at the first relay) to transmit
a strong signal (due to a large portion of power split for the first hop). In both situations,
the received power at the next relay will be very small, wasting a huge amount of con-
served energy. Thus, the PS method is very ineffective for network coverage extension
based on harvesting. If one has to use the PS method due to the hardware requirement,
from these tables, DF relaying will be a better option than AF relaying.

In summary, the best way of extending the network coverage using multi-hop relaying
with energy harvesting is to use fixed-gain AF relaying combined with the TS method,
followed by using variable-gain AF or DF relaying with the TS method, and DF relaying
with the PS method. One should avoid using AF with PS to extend the network coverage.

To see how the TS coefficient «,, and the PS splitting factor p,, vary with the hop
number Figure 8.36 shows them for the case when y, = 30 dB, R, = 2, and n = 0.3. For
the PS method, one sees that the splitting factor p, of the AF relaying is very close to
1, in fact around 0.99, trying to save as much energy as possible for later use in the
following hops. However, due to the small splitting factor, the received power at the
second relay is scaled down by 1 — p; = 0.01, leading to a huge loss of energy in effect.
Thus, AF relaying combined with PS is not suitable for multi-hop relaying with energy
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4
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Figure 8.36 The values of « or p versus hop number when y, = 30 dB, R, = 2,and # = 0.3.
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harvesting. For variable-gain AF relaying and DF relaying, their TS coefficients at the
three hops, a;, @, and «a;, are almost identical, which agrees with observations from
the tables. For fixed-gain AF relaying, «, is around 0.75, a, is around 0.7, a5 is around
0.6, and a, is around 0, which decrease at an accelerated rate. In all the TS curves, the
TS coefficient goes to 0 when the hop number increases, implying the last hop where all
energies should be used for relaying without any energy harvesting to meet the through-
put requirement at this hop.

The transmitted power at the first relay (the one after the source node) P, is an impor-
tant indicator of how power decays during energy harvesting relaying, by comparing
it with the initial transmitted power of Py =y, * (62, + 07 )/a? at the source node.
Figures 8.37-8.39 show the calculated P, versus y, for different values of  and R, using
the TS method. One sees that P, for fixed-gain and variable-gain AF and P, for DF
using the TS method are identical. This can also be seen from the expressions of those
P, . For each figure, the value of P; increases dramatically when y, increases, and in fact
7o has the largest impact on P;. In these figures, n also has a larger impact on P, than
R,. At y, = 30 dB, the initial transmitted power is P, = 200 and the transmitted power
at the first relay is P; = 8.5. Thus, power decays quickly during relaying and harvesting.

Figure 8.40 shows P, versus y, for different values of  and R, using fixed-gain AF with
PS. Again, P, for fixed-gain and variable-gain AF and P, for DF using the PS method are
identical, as predicted by the derived expressions of P;, so that P, for variable-gain AF
and DF are not shown here. From Figure 8.40, the value of P, again increases dramati-
cally when y, increases, and in fact y, has the largest impact on P;. In this case, # also

—+— Rp=1,7=03
—6— Ry=1,7=05
—8— Rg=2,7=03

—&6— Ry=2,7=05

Transmitted power at the first relay P,

O 1 1 1 1 1 1 1
10 12 14 16 18 20 22 24 26 28 30

7o (dB)

Figure 8.37 P, for different values of y,, R, and # for fixed-gain AF with TS.
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Figure 8.38 P, for different values of y,, R, and # for variable-gain AF with TS.
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Figure 8.40 P, for different values of y,, R, and # for fixed-gain AF with PS.

has a large impact on P;. However, the value of R, has little impact on P,, implying that
the throughput requirement does not change the received power in the first relay.

Figures 8.41 and 8.42 show «; and p, versus y, for different values of R, and #, respec-
tively, for fixed-gain AF. In general, the values of @; and p,; increase when the value of y,
increases, indicating that more energy will be harvested and transferred to the next hop
than is used at the first hop for relaying or decoding, as expected, as once the throughput
requirement is met, the first relay should pass on all the remaining energy that increases
with y, to the next hop for extended coverage. Interestingly, in this case, the value of
n has little impact on «a; or p;. Comparing Figure 8.41 with Figure 8.42, one sees that
the PS factor p, is relatively high, ranging from 0.82 to nearly 1 in these cases, while
the TS coefficient a; is relatively low, ranging from 0.32 and 0.86 in these cases. Thus,
the PS method harvests more energy at the first relay than the TS method, in the cases
considered. Similar graphs for variable-gain AF and DF can also be obtained. They are
omitted here.

Figure 8.43 shows how the values of a,, and p,, change with m. They decay very quickly
and become zero when m = 3. Figure 8.44 shows the largest number of hops versus y,,
where 267, = 267 /= 0.01 and |g,,|*> = 0.1. Also, y, = % is the initial SNR, which
is directly related to the initial amount of energy P, T from the source node. For PS, this
number is always 1, meaning that PS is not suitable for such multi-hop relaying. For TS,
the number increases with y,, as expected, as more initial energy allows the signal to go
further. This can be explained. For TS in AF, the power for harvesting and for forwarding
is the same. Only the time is switched. Thus, the first relay can spend a small amount of
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time to harvest a small amount of energy (power is fixed in this case), leaving the rest
of the energy for harvesting in the following hops. However, for PS in AF, the power for
harvesting and forwarding are different. If the first relay splits a small portion of power
to harvest a small amount of energy (time is fixed in this case), a strong signal will be
forwarded but with weak power. If the first relay splits a large portion for harvesting, a
weak signal will be forwarded but with strong power. In both cases, the received signal
at the next relay will be very weak. Thus, PS is very ineffective for network coverage
extension using energy harvesting.

8.7.3 Others

There are other important issues in energy harvesting relaying. For example, in the
above, we have only considered the half-duplex mode. This is a typical operational mode
for wireless devices. However, full-duplex has also received a lot of research interest
recently. For example, in Zhong et al. (2014), full-duplex relaying was considered. In
this study, the relay transmits the signal to the destination at the same time as the source
transmits the signal to the relay. Thus, the received signal at the full-duplex relay con-
tains the signal from the source as well as the interference caused by its own trans-
mission. This interference can be partly canceled, as the relay knows its transmitted
information. Zhong et al. (2014) then evaluated the performance of this full-duplex
relaying system. In Zeng and Zhang (2015a) the source node transmits information to
the relay in the first phase. In the second phase, the source transfers power to the relay
while the relay forwards the signal to the destination and performs energy harvesting
at the same time. Thus, the relay is able to harvest its own transmitted signal. This is
called self-energy recycling. In all these radios, to enable transmission and reception at
the same time, multiple antennas with different purposes are often used.

Also, we have only considered the use of multiple relays to form a multi-hop link for
range extension. Another typical use of multiple relays is virtual antennas that can form
multiple dual-hop links for diversity gain. In this case, relay selection can be performed
for a simple structure, as discussed in Section 8.2.5. However, relay selection in energy
harvesting relaying is slightly different from that in conventional relaying. In energy har-
vesting relaying, one may use the maximum harvested energy as the selection criterion
to maximize the harvested energy at the relay, while conventional relaying normally
maximizes the end-to-end or hop SNR. For example, in Michalopoulos et al. (2015),
the maximum energy and the maximum SNR criteria were considered in a tradeoff to
select the relay that gives both satisfactory capacity and energy transfer. Multiple anten-
nas can also be used at different nodes to further increase the diversity gain (Ben Khelifa
et al. 2016; Ben Khelifa and Alouini 2017b).

Finally, the relays considered so far always have fixed locations. Consequently, we
have always included the distance-dependent path loss in the average fading power in
the above discussion. Sometimes it is also necessary to express the path loss explic-
itly, for example, for relay placement designs. In this case, the average fading power
can be replaced by %, where Q is the average fading power used before, d is the dis-
tance between two nodes, and v is the path loss exponent. In other cases, the nodes
could be in motion so that their locations become random. The random location leads
to random power loss in the relaying, which could degrade the relaying and harvesting
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performance. Ding et al. (2014) evaluated the effect of random location on the relaying
performance. These studies require stochastic geometry theories.

8.8 Summary

In this chapter, energy harvesting relaying has been discussed in detail. First, background
knowledge in conventional relaying has been introduced. Then, different types of energy
harvesting relaying systems have been studied. In particular, we have focused on three
important systems where the nodes harvest energy from the ambient environment, from
the dedicated power transmitter, as well as systems where the relay harvests energy from
the source. Following this, we have examined several important issues in energy harvest-
ing relaying, including interference and multi-hop relaying.

Compared with conventional relaying, energy harvesting relaying is restricted by
its energy supply, similar to the designs discussed in Chapter 6, Chapter 7, and other
chapters. Thus, most design problems in energy harvesting relaying are related to the
restricted energy. In systems where both source and relay harvest energy from the
ambient environment, this is reflected by the energy arrival process or the energy
causality. In systems where both source and relay harvest energy from the dedicated
power transmitter or from each other in the system, this is reflected by the constrained
transmission time or transmission power. In these systems, the optimum designs often
maximize the achievable rate with respect to these energy, time or power parameters.
Based on these designs, one can easily obtain solutions to similar problems where
different nodes harvest energy from difference sources, as they can be considered as
variants of the problems discussed in this chapter.

Compared with other energy harvesting communications systems, energy harvesting
relaying requires at least three nodes and two transmission phases. The connection from
one phase to the next phase can then be a problem, as the signal must appear in the first
phase before it appears in the second phase. Hence, we have the signal or data causality.
Also, the two-hop or multi-hop structures make the design problems more complicated
than those in the conventional one-hop structure.

In conclusion, for energy harvesting relaying, the increased number of nodes and the
increased number of hops lead to more design problems and make each of the design
problems more complicated, but as a promising solution to the energy supply at the
relaying node, energy harvesting relaying is seeing more and more applications.





